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Abstract. This paper improves the speech recognition speed for the speech recognition
chip implemented on a FPGA-based embedded system by using Integer Fast Fourier
Transform (FFT) on the computing of Mel-Frequency Cepstrum Coefficient (MFCC)
for the speech recognition. This paper uses the Hidden Markov Model (HMM) algorithm
to construct speech recognition platform. On the embedded system, the computing speed
is not as fast as personal computer. This causes that the speech recognition takes much
time and power; and further, it does not satisfy the real time requirement. In this paper,
we use Integer FFT to replace Float FFT. Experimental results show that the proposed
approach reduces much computing time in the speech recognition chip by using Integer
FFT with the cost of losing a little recognition rate.
Keywords: Speech Recognition, Hidden Markov Model, Integer Fast Fourier Transform,
FPGA.

1. Introduction. Since the rapid development of the information technology in the past
years, human dependence on 3C products is higher and higher. The 3C products must
have attractive functions and good services. The interface between product and user
is then quite important. For example handwritten input and touch screen monitor are
favored by users. Recently, the topic on the process of audio signal attracts much atten-
tion [1, 2, 3]. There are many researches about speech recognition [4, 5, 6] because speech
recognition will be a standard interface in the future.

According to the developing time, the first recognition platform is Dynamic TimeWarp-
ing (DTW) [4] which used dynamic programming [7] to compare target speech and sam-
ple speech to find the result of recognition. Later, Artificial Neural Network (ANN) was
proposed to replace DTW for speech recognition. Because of the structure of ANN can
not be changed after training, the recognition rate is unable to be improved by online
learning. Recently, Hidden Markov Model (HMM) [8] was widely applied to speech
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Figure 5. HMM corresponding diagram

Figure 6. Embedded develop platform used for the implementation of
speech recognition chip

Table 1. The speech recognition rate by using Float FFT

Table 2. The speech recognition rate by using Integer FFT
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Table 3. Computation time on FPGA for speech recognition
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