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ABSTRACT. Chen et al. proposed a deterministic algorithm to create a new secret sharing
scheme for multiple secret images (n+1, n+1), by Boolean-based visual secret sharing.
This algorithm achieves no pizel expansion, reversibility, and no codebook required. How-
ever, this scheme has the disadvantage that the shared images are all meaningless shares,
becoming very suspicious in the attackers’ eyes. To solve the above problem, this paper
proposes a new multi-secret image sharing algorithm to share m secret images into n
meaningful shared images using halftone images. The proposed scheme can encode mul-
tiple secrets in fewer shares than Chen et al.’s scheme, and also achieves a reversible
secret construction. Most important this technique can avoid attracting the attention of
attackers by using meaningful shared images rather than showing meaningless shares to
attackers.
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1. Introduction. Shamir [1] proposed a secret sharing scheme to divide a data D into n
parts where only all needed parts put together are allowed in reconstructing the original
secret and with fewer parts put together revealing no information of the original secret.
In the same year, Blakley [2] proposed a secret sharing scheme in order to safeguard
cryptographical keys. This paper focuses on a new branch of sharing-visual secret sharing.

The traditional visual secret sharing (VSS), first proposed by Naor and Shamir [3],
provides a human visual system to decrypt the binary secret image from shared images
without any computational cost. Based on sharing binary images, many schemes [8, 14-
16] extended the VSS scheme to be suitable for gray level and color images. In Naor and
Shamir’s scheme, the secret image quality degrades to a very low constraint quality at
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the end of the decoding process, and the participants who have the shares must carefully
overlap them to see the secret. Most of the time, this procedure of overlapping the shares
can be difficult to align. Another problem of traditional VSS schemes is that since each
pixel of the secret image is encoded into two or more sub-pixels, these schemes have
a pixel expansion problem, which provides a greater information burden in transferring
the images through the Internet. Many secret sharing schemes [4-13, 17-18] have been
proposed to improve the traditional VSS’s sharing capacity, contrast quality, and to solve
the pixel expansion problem.

Wang et al. [7] proposed a method to provide shadow images that are smaller than the
secret images. This scheme provides a better image quality of the secret images during
the sharing process, and achieves 40% less of the overall shadow size than [4]. Chang et
al. [10] also achieves small shadow images based on the technology of [7] and they can use
color images as the secret in their scheme. Shyu et al. [9] and Feng et al. [11] proposed
schemes to encode multiple secrets into two shared images, using circle and cylinder shares,
respectively. However, while sharing more secrets, the pixel expansion increases and the
contrast quality decreases. Lin et al. [12] improved Shyu et al.’s scheme [9] and Feng et
al.’s scheme [11], archiving no pixel expansion for secrets, but have the limitation to share
only two secrets at a time. Lin et al. [12] generated shared images without a predefined
pattern book to achieve no pixel expansion, and the encrypting process is divided into
three processes, including a camouflaging algorithm that allows the construction of shares
without pixel expansion and also achieves a good contrast quality in the decoded image.
Recently, Wang et al.’s scheme [8] and Chen et al.’s scheme [13] achieved lossless secret
construction, no pixel expansion, easy alignment, and no codebook required by using the
Boolean operations. Chen et al.’s scheme [13] has better sharing capacity than Wang
et al.’s scheme [8], which uses n + 1 shared images to conceal n secret images. The big
problem of Chen et al.’s scheme is that meaningless shares may cause attackers’ suspicions.

In general, all schemes mentioned above have some disadvantages to be improved. Some
of them have a pixel expansion problem; some of them have the limitation of sharing one
secret image at a time, and especially, all of them use meaningless shares. Thus, a new
visual secret sharing scheme is proposed in this paper. The proposed scheme improves the
sharing capacity of Chen et al.’s scheme to achieve sharing n secret images by n shares at
a time. Furthermore, the proposed scheme constructs meaningful shares for participants
without a pixel expansion problem through imitating to a reference image.

The remainder of this paper is organized as follows: in Section 2, the related work is
reviewed; the proposed scheme is explained in Section 3; in Section 4, the experimental
results are shown; finally, the last section gives the conclusions of this paper.

2. Related Work. Chen et al. [13] extended the deterministic algorithm (n,n) of Wang
et al.’s [8] scheme, creating a new secret sharing scheme for multiple secret images (n +
1,n + 1), by Boolean-based VSS. Chen et al. implemented an XOR Boolean operation
for the encoding and decoding processes. This algorithm has no pixel expansion; no
extra information is needed to send to the receiver, and for n secrets has created n + 1
meaningless shared images. Sections 2.1 and 2.2 show the encoding and decoding processes
in detail, respectively.

2.1. The encoding process of Chen et al.’s scheme. The encoding process is divided
into three steps as follows:

Input: n secret images G;,i =0,...,n — 1.

Output: n + 1 shared images S,,,m =0, ..., n.

Step 1: Generate a random integer matrix Sy as the first shared image.
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Step 2: Generate n — 1 random matrices By by the following equation:

By = G ® Sy, where k=1,2,....n — 1. (1)
Step 3: Compute the other shared images S;’s by the following equation:
By, if k=1,
Sk: Bk@Bk—l ikaQ,...,n—l, (2)

GO@Bk—l Zf k —n.

Encoding example of Chen et al.’s scheme

The secret binary matrices are taken as an example to show the encoding process as
below. We assume that n is equal to two, which means two secrets as input and three
shares as output.
Input: Go, GOutput: Sy, S, Ss.
The secret binary matrices Gy and G are given, as following:

1101 0[1]0
Go=|1[0]0 Gi=10 1
111]0 0]0]1

Step 1: Generate a random matrix Sy as the first shared image, as following:

1{1]0
S(): 01 1
1{1]0

Step 2: Create the random matrix B; by Equation (1).

0]11]0 111]0 11010
By =Gy 0]0]1] & Se: |[O]1]T]=]0]1]0
0[0]1 111]0 111

Step 3: Compute the shared images S1 and S2 Equation (2).

11010 1101 11010 0101
S1=B1i: {0]1]0 SH=Ge: [ 1]0[0] ® Bi: |[0]1|O0]=]1]I
11111 11110 1[1]1 01011

2.2. The decoding process of Chen et al.’s scheme. The decoding process is divided
into three steps as following:

Step 1: Use all n + 1 shared images together to reconstruct the first secret image G’y by
the following equation:

G'o = i, Si. (3)
Step 2: Generate n — 1 random matrices By by the following equation:
| By if k=1,
S’“_{Bk@Bk_l ifk=2. n—1 (4)

Step 3: Reconstruct the other n — 1 secret images G’} s by the follow equation:



50 Z. H. Wang, M. S. Pizzolatti, and C. C. Chang

GrL=By®Sy, if k=1,...,n—1 (5)

Decoding example of Chen et al.’s scheme
Step 1: Reconstruct the first secret image G’;, by using the shared images Siand Ssby
Equation (3), as following:

1 0 1 1101
Go=S8:10[1]0]| & Sy 1{1({0f[=(1]01]0
111]1 0(0f1 1{1]0

Step 2: Generate the random matrix By by Equation (4), as following:

1100
B]:Sll 01110
1{1]1

Step 3: Reconstruct the second secret image G’y by the Equation (5), as following:

—_
(e
—_
—_
(e}
—_
e

G1=B;: [0]1]0] & Se: [O]1]1[=]0]0]1

3. Proposed Scheme. In this section, a new multi-secret image-sharing algorithm is
proposed to share n secret images into n meaningful shared images, where n > 2. This
algorithm is reversible and uses halftone images as secret images, cover images, and shares.
To convert grey-level/color images into halftone images, the graphic software Photoshop
was used. To achieve the capacity to share the same number of secrets into the same
number of shares, we use an algorithm based on block imitation. The secret images are
encoded into shared images by using cover images as the reference, which can make the
shares meaningful.

3.1. The encoding procedure. The encoding procedure consists of six steps as follows:
Step 1: Given n secret images, the bits of the reference shares’ blocks are calculated, by
the following equation:

R: = (G + x) mod (y) (6)
where R; is reference shared image’s bit, GG is secret image’s bit, s is number of secrets;
where 1 < s <n and n > 2, z is a reference number starting from 1 until (y — 1) and y
is a geometric sequence (starting from 4) with the common ratio equal to 2

The variables x and y depend on the number of secrets (n) to be embedded each time;
if n = 2 Equation (6) will be:

$=(G + 1)mod4 for the first reference,

5=(G + 2)mod4 for the second reference,
R5=(G + 3)mod4 for the third reference.

In Equation (6), the secret images are divided into blocks. For each secret image block,
one reference block of the same size is created, where the secret bits are embedded. From
the blocks of the secret images, the bits are embedded into the first reference block. When
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the first reference block is completely filled, then the secret bits are embedded into the
next reference block, and so on, until all the reference blocks are filled.

Step 2: Given n cover images, count the number of bits equal to 1 for each cover block.
Step 3: Count the number of bits equal to 1 for each reference shared block and calculated
the absolute difference (dif) between the number of bits equal to 1 of the first shared
reference block and the number of bits equal to 1 of the first cover block, and so on,
until the last reference shared and cover blocks are calculated. The dif operation is given
below:

dify =157 — Cf, (7)

where S? is the number of bits equal to 1 for the reference shared blocks, C; is the number
of bits equal to 1 for the cover blocks, s is the number of secrets, where 1 < s < n and
n > 2, and z is the reference number.
Step 4: Calculate the addition (sum) between the absolute differences (dif) of the shared
blocks of the same reference and the result nearest to 0 shows the best reference. Thus,
it is saved into a reference sequence (ref) as a decimal number. The sum operation is
given, as below:

sum = 21 dif?, (8)

where s = number of secrets, where >, and n > 2, z = reference number.

Step 5: After choosing the best reference, which means the reference shared blocks more
similar to the cover blocks, these reference shared blocks are embedded into the original
shared image.

Step 6: Repeat Steps 1 to 5 until the last secret image blocks and the complete construc-
tion of the original shared images.

Encoding Example

The secret binary matrices are taken as an example to show the encoding process We
assume that n is equal to two, which means two secrets as input and two shares as output
as below:
Input: G1, G2.
Output: O1, O2.
The secret binary matrices GG; and G are given as following:

G G,

In Step 1, the proposed scheme calculates the three reference shares for two secrets, by
Equation (6), as following:

(G+D)mod4 = R} R R.2
00 01 : :
01 10 01 111
10 11 00

11 00
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(G+2)mod4 = R, R, R,
00 10
01 11 110 00
10 00 011
11 01

(G+3)mod4 = RS R, R5?
00 11
01 00 1|1 01
10 01 110

In Step 2, for given two cover images, each one are counted the bits equal to 1, as following:

C1 C2
1|1 01
10 011
C, =3 bits equal tol C,=2 bits equal to 1

In Step 3, count the bits equal to 1 for each reference shared block. Thus, the absolute
difference is calculated by Equation (7), for the corresponding shared and cover blocks,
as following:

Si=1 C1=3 diff=]1-3|=2 S?=3 Cy=2 difj=13-2|=1

Si=2 C1=3 diff=12-3|=1 Si=1 Cy=2 difi=1[1-2|=1

Si=3 Cl1=3 diff=13-3|=0 S2=3 Cy=2 difi=13-2|=1
In Step 4, calculate the sum, by Equation (8), of the same reference shared blocks, and
also save the corresponding decimal number of the reference number into an array ref, as
following;:

Reference 1: dif} +dify =3

Reference 2: dif? + difs =2

Reference 3: dif} + dify = 1 => best reference (nearest to 0) => ref|[3,.. ]
In Step 5, the bits of the chosen reference blocks are embedded into the original shared
blocks O,and O, as following:

In Step 6, repeat Steps 1 to 5, until all blocks are encoded.

3.2. The decoding procedure. The decoding procedure consists of two steps as follows:
Step 1: From n original shared images the bits of the original shared blocks are used to
calculate the bits of the recovery secret blocks by the following equation:

G’y = (0 + ) mod (y) (9)
where G, is recovered secret image’s bit, O is original shared image’s bit, s is number

of secrets; where ", and n > 2, z is the extracted reference number, and y is the
geometric sequence (starting from 4) with the common ratio equal to 2.
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Firstly, extract the reference number from the reference sequence. Thus, we can discover
which x in Equation (9) is used to recover the original secret bits. When the bits of the
first original shared block are finished, the bits of the next original shared block are used
to recover the secret bits, and so on, until the bits of last original shared block are used.
Step 2: Repeat Step 1 until the original secret images are totally recovered.

Decoding Example
The original shared image blocks O; and O, are given, as below:

01 02
1|1 01

In Step 1: extract the reference number from the array ref to recover the original secret
bits G’y and G’y as shown below:

ref=3
(O+3)modd = G, G, G,
1 00
8(1’ (1)(‘) 011 011
10 1 L 0

Step 2: Repeat Step 1 until the original secret images are completely recovered.

4. Experimental Results. All images used in the experiments are halftone images sized
512 x 512. The experiments include three parts: two, three, and four secret images with
blocks sized 2 x 2 and 4 x 4, respectively. We use Barbara, baboon, boat, and gold hill
as the secret images as shown in Figure 1. As to the cover images we use peppers, Lena,
airplane, and sailboat, as shown in Figure 2, to construct the meaningful shared images.
The results of the shared images for two, three, and four secrets using blocks of size 2 x
2 and 4 x 4 are shown in Figures 3, 4, 5, 6, 7, and 8. The recovered images are shown in
Figure 9.

To embed two secret images, we use the secret images of Figures 1(a) and (b) and the
cover images of Figures 2(a) and (b), to construct the shared images of Figures 3 and 6.
To embed three secret images, we use the secret images of Figures 1(a), (b) and (¢) and
the cover images of Figures 2(a), (b) and (c), to construct the shared images of Figures
4 and 7. Finally, in the last experiment all secret images of Figure 1, and all the cover
images of Figure 2, are used to construct the shared images of Figures 5 and 8.

We compare our proposed scheme with Wang et al.’s scheme [8] and Chen et al.’s scheme
[13] in Table 1. As can be observed in Table 1, Wang et al.’s scheme requires n shared
images to embed only one secret. Chen et al.’s scheme [13] is a multi-secret image scheme,
and requires n + 1 shared images to embed n secrets. The proposed scheme achieves the
highest sharing capacity, where the number of secrets is the same as the number of shared
images.

The sharing capacity is defined as: tt}fé i‘ﬁ?ﬁ fo zi’gf; :ﬁ:ggs:

From Fig. 3, Fig. 4 and Fig. b5, it is obvious that the new generated shares are
meaningful. So the proposed scheme can solve the security problem of meaningless shares.
Our experimental results show only the quality of binary test images. For the gray level
image and color image, also the proposed scheme is suitable by transforming them into
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() (d)

FIGURE 1. (a) Secret image of Barbara, (b) secret image of baboon, (c)
secret image of boat, and (d) secret image of gold hill

TABLE 1. Performance comparisons

| | Wang et al. [8] | Chen et al. [13] | The proposed |

Reversible Yes Yes Yes

Pixel expansion | No No No

Image format Binary grey- Binary grey- Binary grey-
level color level color level color

Need extra No No Yes

information

Sharing capacity | 1/n n/(n+1) n/n

Significance of | Meaningless Meaningless Meaningful

shared images

halftone images. The extra information needed to decode the shared images can be
compressed by the JBIG lossless compressing algorithm. The experimental result shows
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FIGURE 2. (a) Cover image of peppers, (b) cover image of Lena, (c) cover
image of airplane, and (d) cover image of sailboat

FI1GURE 3. Shared images for two secrets using blocks of size 2 x 2
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FiGURE 8. Shared images for four secrets using blocks of size 4 x 4
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() ()

FIGURE 9. Recovery images of Barbara baboon, boat, and gold hill

the compression ratio of JBIG can achieve lower than 1%; therefore, there is no problem
in transmitting it to the receiver side.

After experimenting for blocks of size 2 x 2 and 4 x 4 by using many different kinds
of images, it is suggested that the secret images should be chosen as complex images and
the cover images should be chosen as smooth images. And the block size of 2 x 2 can
achieve better results.

5. Conclusion. The proposed secret image scheme is a multi-secret image sharing that
can encode the secret images using less shared images than [13], and also have the ad-
vantage that the shared images can be recognized as meaningful images, having no in-
formation of the secret images. In the proposed algorithm, when using blocks of size 2
X 2, the more secrets it has, the better the quality that the shared images get. Thus,
this paper clearly shows that the proposed method is better than the other schemes men-
tioned previously since it could diminish the number of the shared images required to
encode the secrets, improving the sharing capacity, and, in addition, the shared images
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are meaningful. Therefore, we can say that the proposed method can make the system
friendlier.
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