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Abstract. In this paper, we propose the effective similarity feature-based selection and
classification algorithm to select similarity features on the training images and to clas-
sify face images in face recognition system. The experiments were conducted on the ORL
Database of Faces, which consists of 400 images of 40 individuals, and the Yale Face
Database, which is made up of 11 images per 15 classes. Three face recognition systems,
one based on the histogram-based feature, the second based on the feature which is the
mean of pixel values in window with size of 4×4, and the last based on the local directional
pattern feature, were developed. Euclidean distance, Manhattan distance and Chi-square
distance were taken as distance metrics for the classification method. The results indi-
cated that the proposed algorithms not only reduced the dimensions of feature space but
also achieved a mean recognition accuracy that was 1.55%÷11.31% better compared to
conventional algorithms.
Keywords: Face recognition, similarity feature, histogram, pixel values, local directional
pattern.

1. Introduction. Face recognition has a wide variety of applications such as in identity
authentication, access control and surveillance [1]. Engineering started to show interest in
face recognition in the 1960s. One of the first researchers of this subject was Woodrow W.
Bledsoe [2]. Since Bledsoe, there has been a lot of research to deal with different aspects
of this field. Despite achievements, face recognition challenges remain in computer vision
research [1, 3, 4]. One of these is how to extract features from face images. These features
are important in the later step of identifying the subject with an acceptable error rate.
Feature extraction involves in several steps - dimensionality reduction, feature extraction
and feature selection. In these steps, the selection a subset of the extracted features is an
important step that can cause the smallest of classification errors.

Feature selection transforms or combines the data in order to select a proper subspace
in the original feature space. In other words, a feature selection algorithm selects the
best subset of the input feature set. Feature selection is an important stage of training
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and is one of two ways of avoiding the curse of dimensionality (the other is feature ex-
traction). There are two approaches in feature selection known as ”forward selection”
and ”backward selection”. Forward selection will start with no features and add them
one by one, at each step adding the one that decreases the error most, until any further
addition does not significantly decrease the error. Backward selection will start with all
the features and remove them one by one, at each step removing the one that decreases
the error most (or increases it only slightly), until any further removal increases the er-
ror significantly. From the perspective of selection strategy, feature selection algorithms
broadly fall into three models: filter, wrapper or embedded [5]. The filter model evalu-
ates features without involving in any learning algorithm. The wrapper model requires
a learning algorithm and uses its performance to evaluate the goodness of features. The
embedded model incorporates feature selection as a part of the learning process, and use
the objective function of the learning model to guide searching for relevant features such
as decision trees or artificial neural networks.
In recent studies, many researchers have done much work on feature selection and have
presented multiple class separability criterion and algorithms which are essentially based
on the concept of ’Similarity Preserving Feature Selection’. These feature selection cri-
terion and algorithms include Relief [6, 7] and ReliefF [7], Laplacian Score [8], Fisher
Score [9], SPEC [10], HSIC [11] and Trace Ratio [12], in which, Fisher Score and ReliefF
were designed to select features that assign similar values to the samples from the same
class and different values to samples from different classes, Laplacian Score was designed
to retain sample locality, and HSIC was designed to maximize feature-class dependency.
However, these algorithms have the common drawback of being unable to handle feature
redundancy, therefore it wastes lots of time computing, the accuracy is not high in face
recognition applications [13].
Face images of the same person in a class have small changes in translation, rotation and
illumination. Based on these characteristics, our idea is to keep similarity features in the
set of training images of the same person, so we propose a feature selection algorithm to
select a subset of the extracted features that cause the smallest classification error. Three
face recognition systems were developed, the first based on the histogram-based feature,
the second based on the feature which is the mean of pixel values in window with size of
4 × 4 (M4 × 4), and the last based on the local directional pattern feature [14]. Euclidean
distance, Manhattan distance and Chi-square distance were taken as distance metrics for
the classification method [15, 16]. We also compared the proposed algorithms that used
the similarity features and the conventional algorithms that did not use the similarity
features. The proposed algorithms showed improvement on the recognition accuracy over
the conventional algorithms.

2. Materials and Methods.

2.1. Input data. The algorithms were implemented in Visual C# and then tested on
two face databases, the ORL Database of Faces [17] and the Yale Face Database (cropped
images of MIT Media Lab) which is publicly available for this research aims at the URL
http://vismod.media.mit.edu/vismod/classes/mas622-00/datasets/. The ORL Database
of Faces consists of 400 images of 40 individuals. The images contain a high degree of
variability in expression, pose, and facial details are stored as a 112 × 92 pixel array with
256 gray levels (see Figure 1). The Yale Face Database is made up of 11 images per 15
classes (165 total images). The images are gray scale and are cropped with a resolution
of 231 × 195 pixels (see Figure 2).
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2.2. Features used. There are many approaches to extract the facial feature for face
recognition, such as local binary patterns (LBP) [18], local Gabor binary pattern his-
togram sequence (LGBPHS) [19], local phase quantization (LPQ) [20], and local direc-
tional pattern (LDP) [14]. In this paper, we chose bin-based histogram feature,the mean
of pixel values in window with size of 4 × 4 feature, and LDP-based feature in order to
illustrate the potential of the proposed algorithms.

Figure 1. Example images of the ORL Database of Faces.

Figure 2. Example cropped images of the Yale Face Database.

2.2.1. Histogram. A histogram is a type of graph that has wide applications in statistics.
The horizontal axis depicts the range and scale of observations involved, and the vertical
axis shows the number of data points in various intervals i.e. the frequency of observations
in the intervals. The histogram allows visualizing numerical data by indicating the number
of data points that lie within a range of values, called a class or a bin. The frequency
of the data that falls in each class is depicted by the use of a bar. Histograms are
invariant to image manipulations such as rotations, translations but they also change
slightly with a change in scale, angle of view or with occlusion. Despite these advantages,
histograms perform poorly under different imaging or lighting conditions. They are also
ineffective in distinguishing different images that have similar color distributions and
suffer from inefficient computation due to their dimensionality. Some histogram-based
face recognition systems have been introduced in [21-25].

Given a 256 gray image and H is the histogram feature vector of it. H can be defined
by,

H [I (x, y) ×Nbin div 256] = H [I(x, y) ×Nbin div 256] + 1, (1)

where I(x, y) is the value of pixel at coordinate x, y and Nbin is the number of the bin.

2.2.2. The mean of pixel values in window with size of 4 × 4 (M4 × 4). In this paper, we
use a simple feature to test the proposed algorithms so-called the mean of pixel values
in window with size of 4 × 4. It is defined by dividing a face image into non-overlapping
windows (regions) with size of 4 × 4 and computing the mean value for these pixels.

m = ∑ the pixel values in window with size of 4 × 4

16
. (2)
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2.2.3. Local directional pattern (LDP). LDP [14] is a gray-scale texture pattern which
characterizes the spatial structure of a local image texture. A LDP operator computes
the edge response values in all eight directions at each pixel position and generates a code
from the relative strength magnitude. Given a central pixel in the image, applying the
Kirsch compass edge detector, we obtain eight edge response values m0,m1, ,m7, each
representing the edge significance in its respective direction (see Figure 3). We find the
top k values ∣mi ∣ and set them to 1. The remaining (8-k) bits of 8-bit LDP pattern are
set to 0. Finally the LDP code is derived which is calculated as follows.

LDPk =
7

∑
i=0

s(mi −mk)2i, (3)

where mk is the k−th most significant directional response and the step function s(x) is
defined as Equation(4). Figure 4 shows an example of LDP code with k=3.

s(x) = {1, x ≥ 0
0, x < 0

. (4)

Figure 3. Edge response and LDP binary bit positions.

Figure 4. Generating LDP code with k=3.

2.3. Conventional algorithms.

2.3.1. Algorithm 1. For training, training images are extracted features and stored in
vectors for further processing. After that, mean of features from the stored vectors is
calculated and stored in another vector for later use in phase classification. This mean
vector is used for calculating the absolute differences among the mean of trained images
and the test image.

Similarly, the first step of classification is the same as training. The second step, the
minimum distance between the feature vector of test image and the mean feature vectors
is calculated to find the matched class with test image.

Training algorithm Let the training set of face images be {I1, I2, . . . , Im} and fij
denote the jth feature of the ith image Ii, i=1,. . . , m; j=1,. . . ,n.

The mean of the jth feature is defined by,

Ψj =
1

m
∑
i

fij. (5)
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Classification algorithm Let Y be a feature vector of a test image. Calculate the
distance between Y and the mean feature vectors of p classes {Ψ1,Ψ2, . . . ,Ψp}.

di (Ψi, Y ) = L (Ψi, Y ) , (6)

where proposed L metrics are dissimilarity measures such as Manhattan distance, Eu-
clidean distance, Histogram intersection, Chi-square statistics and other distance mea-
sures.

Find the minimum distance between Y and {Ψ1,Ψ2, . . . ,Ψp}
s = argmini(di), (7)

and we say that the face with Y vector belongs to a class s.

2.3.2. Algorithm 2. Each image is divided into blocks and extracts the histogram from
each block. These histograms are concatenated to get a spatially combined histogram
which plays the role of a global face feature for the given face image. The recognition
is performed using a nearest neighbor classifier with Chi-square statistics as dissimilarity
measures. This algorithm is designed as described in detail in [14], but it does not use
weight for regions. Figure 5 describes block diagram of the recognition system based on
LDP descriptor.

Figure 5. Block diagram of the recognition system based on LDP descriptor.

2.4. Proposed similarity feature selection and classification algorithms. Face
images of the same person in a subject have small changes in translation, rotation and
illumination. From these characteristics, this paper proposes algorithm to retain sim-
ilarity features having discrimination power and stability which minimizes within-class
differences whilst maximizes between-class differences.

In phase training, firstly, the training images of the same person are extracted fea-
tures and stored in vectors for further processing. See Figure 6 for an illustration of
the histogram-based feature extraction. Secondly, the mean of features from the stored
vectors of previous step is calculated and is stored in a vector for later use in next step
(see Figure 7(a)). Thirdly, the variance of features is calculated and stored in a vector.
Fourthly, the mean vector and the variance vector are used to keep the features that
have a little variance (the so-called similarity features). It means that the features which
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tend to be very close to the mean feature are kept and stored in other vectors. Finally
(optional step) the mean of similarity features are calculated and stored in other vectors
for later use in phase classification. Three similarity feature vectors of three face images
are illustrated in Figure 7(b)-(d).

In phase classification, firstly, the test image is extracted features which are the same
as phase training. Secondly, the mean distance between the feature vector of a test
image and the similarity feature vectors (or mean similarity feature vectors) of classes
are calculated. The calculation is based on the distance of the feature pairs which have
the same coordinates and the value of similarity feature is greater than -1. Finally the
minimum distance found identifies the matched class with test image.

In fact, in phase training, we only retain the similarity features and the corresponding
coordinates of it so as to perform in next steps.

Figure 6. Three face images of third class and corresponding histograms
with bin size is 4.

2.4.1. Similarity feature selection algorithm. Let a face image I(x,y) be a two-dimensional
array N1×N2. An image may also be considered as a vector of dimension N1×N2, so that
a face image with size 112 × 92 becomes a vector of dimension 10,304, or equivalents to a
point in a 10,304-dimensional space.

Let the training set of face images be {I1, I2, . . . , Im} and fij denote the jth feature of
the ith image Ii, i = 1, . . . ,m; j = 1, . . . , n. In which, m is the number of training images
and n is the number of the features. The mean of the jth feature is defined by,

Ψj =
1

m
∑
i

fij. (8)

Find the variance of the jth feature from the mean value of the jth feature Ψj

Vj =
1

m − 1
∑
i

(fij − Ψj)2. (9)



Improving Face Recognition Performance Using SFS and Classification Algorithm 105

(a) (b)

(c) (d)

Figure 7. The mean histogram of three images and three similarity feature
vectors. (a) Mean histogram, (b) similarity feature vector of first image, (c)
similarity feature vector of second image, and (d) similarity feature vector
of third image.

Find the maximum variance value from corresponding variance vector

λ =max{Vj} . (10)

Keep the features of training images (the so-called similarity features) by using scalars
λ then store into a set of vectors Xij which denote the features of the ith image. Xij is
defined by,

Xij = { fij, Vj/λ ≤ ε
−1, otherwise

, (11)

where ε is the value of proposed threshold.

2.4.2. Mean feature vector construction algorithm based on similarity feature. Let X̄kj be
mean similarity feature vector of kth corresponding class, i = 1, . . . ,m; j = 1, . . . , n;k =
1, . . . , p.
X̄kj is defined by,

X̄kj =
⎧⎪⎪⎨⎪⎪⎩

1
m∑

i
Xij, Xij > −1
−1, Xij = −1

, (12)

where m is the number of training images of a class in phase training, n is the number of
the features and p is the number of classes.

2.4.3. Classification algorithm based on similarity feature. In phase classification, let Vkj
be input similarity feature vector of kth object (image or class), j = 1, . . . , n;k = 1, . . . , p
and Y be a feature vector of a test image.

Calculate the distance between Y and Vkj

dk (Vkj, Y ) = 1

qk
L (Vkj, Y ), (13)

where qk is the number of similarity features of the kth object (the features have value
that is greater than -1) and proposed L metrics are dissimilarity measures such as Man-
hattan distance, Euclidean distance, Chi-square statistics. The calculation is based on the
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distance of the feature pairs which have the same coordinates and the value of similarity
feature is different from -1.

Find the minimum distance between Y and Vkj

s = argmink(dk), (14)

and we say that the face with Y vector belongs to an object s.

3. Experimental results and discussion. In our experiments, we illustrated the po-
tential of proposed algorithms on the ORL Database of Faces and the Yale Face Database.
With first database, the training was performed by the number of combination of 10, taken
m poses from each subject, m = 2, . . . ,9; the others were used for the performance test.
With second database, the data set was subdivided into a training set, made up of 5
images per class (75 images), and a test set, made up of 6 images per class (90 images).

3.1. Experimental Results on the ORL Database of Faces. Based on the ORL
Database of Faces, two face recognition systems were developed. The first system used
the histogram-based feature and the second one used M4×4 feature. In each system,
Euclidean distance and Manhattan distance were taken as distance metrics for the clas-
sification method. In phase training, features were extracted from the training images
then a similarity features subset of these ones was selected by the proposed algorithm.
Mean feature vectors were calculated for each similarity feature subset for later use in
phase classification. In phase classification, when a new image from the test set was con-
sidered for recognition, it was extracted the features and classified based on the proposed
algorithm. Figure 8 presents the general diagram of the proposed system.

Figure 8. Block diagram of the proposed recognition system.

The results of experiments are summarized in Tables 1÷8. In these tables, the first
row (text in bold) is result of conventional algorithms and the other rows are results of
proposed algorithms. The fitted threshold value ε and the corresponding highest results
of the proposed algorithms are also shown at the second bold row in these tables.

Tables 1÷3 list the results of the system using the histogram-based feature and the
Euclidean distance based classifier. The best mean accuracy of the proposed algorithms
achieved 88.74% (bin size = 1, ε = 0.09, Table 1), 88.51% (bin size = 2, ε = 0.1, Table
2) and 88.09% (bin size = 4, ε = 0.1, Table 3) while the corresponding mean accuracy
of the conventional algorithm only achieved 77.43%, 77.30% and 77.06%, respectively.
We can see from these tables, the number of bins declined from 256 to 64, the mean
accuracy also dropped from 77.43% to 77.06% (conventional algorithm) and 88.74% to
88.09% (proposed algorithm). This means a face can be represented by a smaller vector
but it also loses much significant information.

Tables 4÷6 show the results of the system using the histogram-based feature and the
Manhattan distance based classifier. The best mean accuracy of the proposed algorithms
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Table 1. Performance of the histogram-based system with bin size is 1
based on the Euclidean distance based classifier.

Table 2. Performance of the histogram-based system with bin size is 2
based on the Euclidean distance based classifier.

Table 3. Performance of the histogram-based system with bin size is 4
based on the Euclidean distance based classifier.
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achieved 84.34% (bin size = 1, ε = 0.2, Table 4), 83.65% (bin size = 2, ε = 0.2, Table
5) and 83.54% (bin size = 4, ε = 0.2, Table 6) while the corresponding mean accuracy of
the conventional algorithm achieved 78.94%, 78.77% and 78.13%, respectively. Similarly,
when the number of bins dropped from 256 to 64, the mean accuracy also dropped from
78.94% to 78.13% (conventional algorithm) and 84.34% to 83.54% (proposed algorithm).

Table 4. Performance of the histogram-based system with bin size is 1
based on the Manhattan distance based classifier.

Table 5. Performance of the histogram-based system with bin size is 2
based on the Manhattan distance based classifier.

Tables 7÷8 show the results of two systems using the M4x4 feature, one uses the Eu-
clidean distance-based classification method (see Table 7); the other uses the Manhattan
distance-based classification method (see Table 8). The highest mean accuracy of first
system reached 91.77% at ε = 0.2 while this mean accuracy was only 90.22% in case of
the conventional algorithm (see Table 7). Similarly, the second system reached 94.36% at
ε = 0.1 while the mean accuracy was 90.68% in case of the conventional algorithm (see
Table 8). The highest mean accuracy of the second system achieved 94.36% whereas the
first system gave 91.77%. This shows that the Manhattan distance-based classification
method is better than the Euclidean distance-based classification method in case of the
M4×4 feature.
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Table 6. Performance of the histogram-based system with bin size is 4
based on the Manhattan distance based classifier.

Table 7. Performance of the mean pixel value in window of size 4×4 based
system based on the Euclidean distance based classifier.

Table 9 presents a comparison of the best mean recognition accuracies between two
recognition systems using the proposed algorithms, one based on the Euclidean distance-
based classification method and the other based on the Manhattan distance-based classifi-
cation method. As we can see from this table, the accuracy of system using the Euclidean
distance-based classification method was better than using the Manhattan distance-based
classification method in the same histogram-based feature; however, the result was oppo-
site to the M4×4 feature. The findings also showed that the M4×4 feature is superior to
the histogram-based feature.

3.2. Experimental Results on The Yale Face Database. In the experiments, each
image of Yale face database was divided into 19×19 blocks. The conventional algorithm 2
was used to compare to the proposed algorithm. Both of them used Chi-square distance
as dissimilarity measure. Figure 9 presents the general diagram of the proposed system.

Table 10 draws comparisons between two algorithms based on LDP feature with the Chi-
square distance is used for the classification method. The proposed algorithm obtained
better result than the conventional algorithm 1.9%. The suitable threshold value ε could



110 C. K. Tran, T. F. Lee, and P. J. Chao

Table 8. Performance of the mean pixel value in window of size 4×4 based
system based on the Manhattan distance based classifier.

Table 9. Performance of the mean pixel value in window of size 4×4 based
system based on the Manhattan distance based classifier.

Figure 9. Block diagram of the proposed recognition system based on
LDP descriptor.

get from 0.05 to 0.5 because the essential features (useful bins) which helped system to
improve recognition rate, had similar values whereas other features had high distribution.

The results also showed that if the threshold value ε was too small, face image was
presented in a lower dimension but it also lost many useful features, so recognition accu-
racy was also decreased. On the other hand, if the threshold value ε was high then the
dispersion of feature in a class increased and the discrimination among different classes
collapsed; therefore, the recognition accuracy was also decreased.

In this paper, we used three feature types and the classifier based on Euclidean dis-
tance, Manhattan distance and Chi-square distance. The results showed that the suitable
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Table 10. Performance of the LDP-based system with the Chi-square dis-
tance is used for the classification method.

threshold values for two face databases are ε ∈ [0.09, 0.5]. However, if other systems use
other features or classifiers then we have to find the suitable threshold value, because the
results depend on the four factors: feature type, the number of training images, threshold
value and distance measure.

Tables 1÷10 showed that the results of the proposed algorithms were outstanding,
because these not only reduced the dimension of feature space, but also achieved a higher
mean recognition accuracy than conventional algorithms from 1.55% to 11.31%. The
proposed algorithms could perform better than the conventional ones because they kept
essential information from training images and so enhanced the power of discrimination
among different classes. Thanks to the advantages of the proposed algorithms, storage,
performance and communication of face recognition systems will be better.

4. Conclusion and future works. In this paper, we propose similarity feature-based
selection and classification algorithm. Three face recognition systems, the first system
based on the histogram-based feature, the second one based on the feature which is
the mean of value pixels in window with size of 4×4 (M4×4), and the third one based
on LDP feature, were developed to show that the proposed algorithms outperform the
conventional algorithms. The results showed that the our algorithms were a valuable tool
for performance improvement of face recognition system.

Although higher recognition rate achieved by the proposed methods, still there are some
issues which should be furthered addressed such as finding the optimal threshold for each
database automatically, or applying the proposed algorithm with other features, in the
purpose of improving the recognition rate.
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