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Abstract. Illegal use of advanced techniques has enabled the speech to be easily redu-
plicated and edited. Watermarking can effectively prevent the speech from unauthorized
operations. A watermarking method for speech signals is proposed in this paper by taking
advantages of speech production and the mechanism of speech codecs. Speech signal is
first separated into two components, i.e., sound source information (residue) and vocal
tract information (characterized by formants), according to the source-filter model. The
sound source and vocal tract information are separately embedded with watermarks using
quantization index modulation (QIM) based and the formant enhancement (FE) based
watermarking. Evaluations related to inaudibility and robustness were carried out on the
proposed method. The results revealed that the proposed method could satisfy inaudibil-
ity. Moreover, its robustness could be increased in comparison with single method. These
results verified the effectiveness of the proposed method.
Keywords: Speech watermarking, Source-filter model, Formant enhancement, Quanti-
zation index modulation, Inaudibility, Robustness

1. Introduction. Digital speech can be easily distributed over the Internet and trans-
mission system. Digital speech offers several advantages over analog speech and the
modifications to digital speech can be made at the exact location of the whole signal.
However, these advances also enable ordinary people to perform unauthorized operations,
such as reduplicating, editing, or tampering to the speech signals. These unauthorized
operations have resulted in serious problems in the protection of speech signals.

Speech watermarking is a promising technique to protect the speech. General water-
marking methods are required to satisfy three basic requirements: inaudibility, blindness
and robustness. Some additional requirements may also need to be satisfied for particular
purposes. Typical methods, e.g., least significant bit-replacement (LSB) [1] and direct
spread spectrum (DSS) [2] methods can just partially satisfy the requirements. In recent
works, Kazemi et al. [3] proposed a watermarking for cellular networks based on spread
spectrum. Sarreshtedari et al. [4] proposed to embed the compressed version of speech into
original signal. Hofbauer et al. [5] presented a watermarking to the phase of non-voiced
speech. Wu et al. [6] implemented a method based on odd/even modulations, however,
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this method was not robust against code-excited linear prediction (CELP) speech codec.
Likewise, such problem was also found in [7]. It should be noted that the trade-off between
inaudibility and robustness is difficult to accomplish and most existing methods are not
completely robust, and they are especially not robust against different speech codecs.

Recent watermarking scheme which can combine two watermarking methods together
has been proposed to achieve stronger robustness. This kind of methods takes advantage
of the fact that the watermarks embedded with one method can assist or refine the
watermark extraction of the other method. In literature, several methods have been
explored for images [8], [9] and audio [10], [11]. In [10], spread spectrum (SS) and singular
value decomposition (SVD) were combined for copyright protection. In this method, the
destroyed watermarks in SS or SVD were likely to be recovered from the other domain,
leading to stronger robustness.

Since watermarks embedded with two methods can mutually complement each other,
these methods have superior performance in robustness. However, there are generally
three challenging issues in designing speech watermarking with this concept: (i) two
methods are combined together as a whole method, it is important to guarantee that the
watermarks embedded with one method will not destroy the watermarks embedded with
the other method, i.e., one method should not affect the other method; (ii) one speech
signal will be applied by two watermarking methods, i.e., sound distortion will be doubly
introduced, thus it is difficult to maintain the sound quality of watermarked speech; (iii)
speech signals need to be encoded/decoded by various codecs, it is difficult to realize a
watermarking that is robust against all kinds of codecs.

This paper proposes a watermarking method based on the source-filter model of speech
production. Speech signal is separated into two components, i.e., sound source and vocal
tract information, which are separately embedded with watermarks with quantization
index modulation (QIM) based and the formant enhancement (FE) based watermarking
methods. It can overcome the above three challenging issues from the following aspects.
(i) According to the source-filter model, the interactions between source and vocal tract
information are not strong and this can effectively prevent one watermarking method
from being affected by the other. (ii) Sound distortion can be minimized by carefully
controlling the parameters in QIM and FE. (iii) The source-filter model and line spectral
frequencies (LSFs) are widely adopted by speech codecs, implementing the watermarking
based on this model is helpful in achieving the robustness against different speech codecs.

This paper is organized as follows. Section 2 introduces the main concept of the pro-
posed method. Sections 3 and 4 talk about the implementation of two watermarking
methods. Section 5 explains the whole scheme of the proposed method. A frame synchro-
nization scheme is also designed in this section. Section 6 evaluates the proposed method
with respect to inaudibility and robustness. Section 7 compares the proposed method
with other typical methods. The last section gives a summary of our work.

2. Concept of watermarking. Speech signals usually need to be encoded/decoded
with speech codecs. Most speech codecs utilize the mechanism of speech production,
i.e., the source-filter model of speech production, to improve the efficiency of speech
compression while maintaining good speech quality. Therefore, the source-filter model
should be considered to attain the robustness of watermarking against speech codecs.

This paper considers the source-filter model to design speech watermarking. The source-
filter model assumes the glottal pulse is the sound source and the vocal tract is a filter.
Human beings can independently control glottal pulse and vocal tract. Therefore, the
sound source and vocal tract filter are assumed to be independent of each other in most
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speech production based research [15]. This inspired us to investigate if speech water-
marking could be implemented by separately applying watermarking to the sound source
and the vocal tract without affecting each other.

The linear prediction (LP) [16] can be used to separate the speech into sound source
and vocal tract information:

x̂(n) =
∑p

i=1
aix(n− i), (1)

where p is the LP order, ai are the LP coefficients which provide an accurate estimation
of the formants to characterize the vocal tract. The x̂(n) is the prediction of x(n) and
x(n− i) is the i-th previous sample of x(n). The prediction error e(n) between x(n) and
x̂(n) is sound source, i.e., residue:

e(n) = x(n)− x̂(n). (2)

2.1. Watermarking for sound source (residue). Previous studies have proven that
the human auditory system is not very sensitive to slight phase modifications [17], [18].
Accordingly, the phase of residue is suitable for watermark embedding. As both sound
distortion and robustness can be caused in a manner that is proportional to the magni-
tude of frequency components, phase should be modified according to the magnitude of
frequency components, to balance inaudibility and robustness. In our method, the phase
of frequency components which have high magnitude is slightly modified to reduce sound
distortion, and also maintain robustness; the phase of frequency components which have
low magnitude is sufficiently modified to maintain robustness, where speech quality will
not be greatly distorted. These modifications are achieved with the QIM [19] [20].

2.2. Watermarking for vocal tract. Vocal tract information can be represented with
formants and formants can be enhanced to improve the sound quality [21], [22], [23], [24].
The method of reshaping formants to make them sharper is commonly referred to as for-
mant enhancement (FE). In general, the LP coefficients can be used to estimate formants,
however, LP coefficients are sensitive to noise. The LSFs [27], as substitute parameters
of LP coefficients, are less sensitive to noise and able to directly control formants [23],
[25], [26]. In addition, the LSFs are employed in many source-filter model based speech
codecs, embedding watermarks into vocal tract based on FE by controlling LSFs would
enable the watermarking method to be robust against different speech codecs.

2.3. Perturbation analysis. The interaction between sound source and vocal tract is
first checked to ensure the feasibility of the proposed method. Here, we investigate when
there is perturbation in sound source (or vocal tract), how vocal tract (or sound source)
will be affected. 30 speech samples (0.25 s, 20 kHz, and 16 bits) from the Advanced
Telecommunications Research (ATR) database (B set) were used [28]. Each sample was
separated into sound source and vocal tract information using LP analysis of order 16.
Perturbations were separately added to the phase spectrum ∠R(W ) of residue and the
LSFs Φ={φi, i = 1, ..., 16} (converted from LP coefficients), where W indicated frequency
bins. The experimental results were calculated on the average of 30 speech samples.

Experiment 1: Random perturbations were added to ∠R(W ). The perturbated phase

∠R̂(W ) was calculated in Eq. (3),

∠R̂(W ) = ∠R(W ) + wr × Γr × ‖∠R(W )‖∞ (3)

where wr was an additive white Gaussian noise (AWGN) with standard deviation σ=
1.0, Γr set as {0.25, 0.50, 0.75, 1.00} controlled the perturbation strength, and the infinite
norm of ‖∠R(W )‖, i.e., ‖∠R(W )‖∞, adjusted the perturbation to match the range of
∠R(W ). The perturbated residue and original LP coefficients was synthesized to obtain
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Table 1. Statistical analysis under perturbated residue.

Strength (Γr) Perturbation in phase Differences between original speech and perturbated speech

Pha. (π) Prop. (%) LP Env.Prop. (%) Mag. Prop. (%) LP coeff.Prop. (%) LSFs (π) Prop. (%)

0.25 0.3926 26.44 0.1166 3.01 1.4061 8.35 0.2030 18.07 0.0050 0.34

0.50 0.7884 53.14 0.2518 6.51 2.0847 12.38 0.4316 38.23 0.0107 0.72

0.75 1.1779 79.18 0.2854 7.37 2.4243 14.42 0.5438 48.32 0.0137 0.93

1.00 1.5732 105.9 0.2648 6.85 2.3986 14.28 0.4651 41.43 0.0124 0.84

Table 2. Statistical analysis under perturbated LSFs.

Strength (Γl) Averaged perturbation in LSFs Information in residue

LSFs (π)Prop. (%) LP coeff.Prop. (%) Res. Prop. (%) Mag. Prop. (%) Pha. (π) Prop. (%)

0.15 0.0272 15.27 0.0173 1.81 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.25 0.0487 27.31 0.0318 3.32 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.50 0.0886 49.72 0.0567 5.94 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.75 0.1331 74.24 0.0792 8.31 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

the perturbated speech. LP coefficients and LSFs re-calculated from the perturbated
speech showed how they were affected by the perturbated phase.

Table. 1 (Column 2-3) lists the perturbation in phase spectrum (in π) and the pertur-
bation proportion (Prop.) under different strengths, where Prop. calculates the perturba-
tion caused changes in proportional to the original phase spectrum. These perturbations
caused obvious differences (Column 4-9) between original speech and perturbated speech
in LP envelope (LP env.), spectral magnitude (Mag.), and LP coefficients (LP coeff.).
In contrast, the differences in LSFs were quite trivial (Column 10-11). For Γr=1.00, the
perturbation proportion in phase reached to 105.9% and there were obvious differences
in LP coefficients, however, LSFs only slightly changed. An example under Γr=0.75 is
shown in Fig. 1 (left panel). The strong perturbations in phase (see left panel (a)) caused
obvious differences in LP coefficients (see left panel (b)) but did not disturb the LSFs (see
left panel (c)). These results verified that (1) LSFs were more stable than LP coefficients;
(2) the perturbations in phase had slight influence on LSFs; (3) Current perturbation
strength in phase was much stronger than those of watermarks and LSFs could keep
stable, i.e., watermark in LSFs are not easily affected by the watermarks in phase.

Experiment 2: Random perturbations were added to K LSFs ΦK={φk, k = 1, ..., K},
which was a subset randomly selected from Φ. The perturbated Φ̂K was in Eq. (4),

Φ̂K = {φk + wl × Γl × ‖φk‖∞, k = 1, ..., K} (4)

where wl was AWGN with standard deviation σ = 1.0, Γl set as {0.15, 0.25, 0.50, 0.75}
controlled the perturbation strength, and the infinite norm of ‖φk‖, i.e., ‖φk‖∞, ad-
justed the perturbation to match the range of φk. The perturbated LSFs and the other
un-perturbated LSFs were converted to LP coefficients and re-synthesized with original
residue to obtain the perturbated speech. The re-calculated residue from the perturbated
speech showed how it was affected by the perturbated LSFs.

Table. 2 (Column 2-3) lists the perturbation in LSFs and perturbation proportion under
different strengths, where three LSFs (K=3) were perturbated. These perturbations in
LSFs also disturbed the LP coefficients. Nevertheless, the amplitude of residue (Column
6), the magnitude spectrum (Column 8), and the phase spectrum (Column 10) almost
unchanged even under the strong LSFs perturbations. This phenomenon can be found
from the right panel in Fig. 1, where Γl was set as 0.75. These results suggested that the
perturbations in LSFs had slight influence on the phase of residue, indicating that the
watermark in the phase of residue will not be affected by the watermark in LSFs.
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Figure 1. Left panel: perturbation in residue (sound source) and right eft
panel: perturbation in LSFs (vocal tract).

It is worthwhile to note that the strength of perturbations added in phase and LSFs are
far exceeds that of watermarks. Therefore, watermarks embedded in sound source/vocal
tract will not be destoryed by the other.

3. Implementation of watermarking for sound source.

3.1. Principles of QIM. Figure 2 illustrates the QIM based watermark embedding
process. Suppose s is the signal needed to be quantized. The s lies somewhere in one
quantization step ∆. Two functions Q0(s, 0) and Q1(s, 1) in Eqs. (5) and (6) can uniquely
map s to s0 or s1 for embedding “0” or “1”, where [.] stands for the rounding function.
After this, s0 and s1 can carry the watermark “0” and “1”, respectively.

s0 = Q0(s, 0) = ∆

[
s

∆
+

1

2

]
(5)

s1 = Q1(s, 1) = ∆
[ s

∆

]
+

∆

2
(6)

In the extraction process, the received ŝ is re-quantized with both functions in Eqs. (5)
and (6). As outlined in Figs. 2(b) and 2(c), ŝ0 calculated from Eq. (5) and ŝ1 calculated
from Eq. (6) are obtained. The embedded bit w can be determined by comparing the
distance between ŝ0 and ŝ, and the distance between ŝ1 and ŝ:

d0 = |ŝ−Q0(ŝ, 0)| =
∣∣∣∣ŝ− (∆

[
ŝ

∆
+

1

2

])∣∣∣∣ , (7)

d1 = |ŝ−Q1(ŝ, 1)| =
∣∣∣∣ŝ− (∆

[
ŝ

∆

]
+

∆

2

)∣∣∣∣ , (8)

w =

{
0, d0 < d1

1, otherwise.
(9)
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Figure 2. QIM based watermark embedding and extraction.
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3.2. QIM based watermark embedding and extraction. According to Fig. 3(a),
watermarks are embedded as below.
Step 1 The magnitude spectrum |R(W )| and phase spectrum ∠R(W ) of residue r(n) are
first calculated using FFT (fast Fourier Transform). The phase of frequency components
whose magnitudes are greater than threshold τ (|R(W )|>τ) are selected to embed water-
marks.
Step 2 The selected phase are normalized to the same scale which can be divided into L
levels. Each level has its corresponding quantization steps (in π), i.e., higher levels have
smaller quantization steps and lower levels have larger quantization steps, to balance in-
audibility and robustness.
Step 3 Q0(s, 0) in Eq. (5) and Q1(s, 1) in Eq. (6) are used to embed “0” and “1” (here
s is the phase ∠R(W )) using the quantization steps determined in Step 2.
Step 4 The quantized phase spectrum ∠Rw(W ) and the magnitude spectrum |R(W )|
are combined into Fourier spectrum and then transformed into time domain to obtain
watermarked residue, rw(n).

According to Fig. 3(b), watermarks are extracted as below.
Step 1 Watermarked residue rw(n) is transformed into Fourier spectrum Rw(W ) with
FFT. Magnitude spectrum |Rw(W )| and phase spectrum ∠Rw(W ) are calculated.
Step 2 The same threshold, τ , is used to find the frequency components that have
been embedded with watermarks. The quantization steps for watermark extraction are
determined as those in Step 2 of the embedding process.
Step 3 The phase of selected frequency components ∠Rw(W ) are calculated withEq. (7)
to Eq. (9) using their quantization steps (here ŝ is phase ∠Rw(W )). The final decision
on watermark bit w of the residue is determined with a majority decision.

4. Implementation of watermarking for vocal tract.
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4.1. Principles of formant enhancement. In general, one formant is controlled by
two LSFs, and the closer two LSFs are, the sharper the formant is. Therefore, formants
can be enhanced by closing up two LSFs. In Fig. 4, the original formant (dotted curve)
is produced by a pair of LSFs, φl and φr. Its bandwidth BW can be roughly calculated
using Eq. (10), where Fs is the sampling frequency.

BW = |φr − φl|/2π × Fs. (10)

To enhance this formant, two LSFs, φl and φr, are symmetrically shifted more closely,
i.e., φl to φlw and φr to φrw. This can be expressed with Eq. (11), where ε controls the
degree of shift, and a larger ε indicates a more severe shift of LSFs as well as a much
greater enhanced formant.

φlw=φl+ε and φrw=φr−ε, 0<ε< |φr−φl|/2. (11)

The enhanced formant (solid curve in Fig. 4) becomes much sharper. Its bandwidth
BWew can be calculated as:

BWew = |φrw − φlw|/2π × Fs. (12)

4.2. FE based watermark embedding and extraction. According to Fig. 5(a),
watermarks are embedded as below.
Step 1 The p LP coefficients ai (i = 1, 2, · · · , p) which represent the formants of vocal
tract are converted to p LSFs, φi (i = 1, 2, · · · , p).
Step 2 The sharpest formant produced by φa and φb (labeled “1st”) and the second
sharpest formant produced by φc and φd (labeled “2nd”) are extracted for embedding.
Their bandwidths are calculated as:

BWab = |φa − φb|/2π × Fs, (13)

BWcd = |φc − φd|/2π × Fs. (14)

In addition, their relationship before embedding is:

BWcd > BWab. (15)

Step 3 To embed “0”, the sharpest formant will be enhanced. Its bandwidth BWab will
be reduced by Ω (Ω>1.0) times via closing φa and φb to φaw and φbw. The obtained
bandwidth is BWabw(BWabw=BWab/Ω,). After this, the bandwidth relationship between
two formants is:

BWcd>BWabw×Ω. (16)

To embed“1”, the second sharpest formant will be enhanced. Its bandwidth BWcd will
be reduced to be the same as BWab. To achieve this, φc and φd are shifted to φcw and
φdw. After this, the bandwidth relationship between two formants is:

BWcdw=BWab. (17)



524 S.B. Wang, W.T. Yuan, J.M. Wang, M. Unoki

LP coeff. 

to LSFs

“0” or “1”(a)

(b) LSFs

θi

bwab

|bwcd-bwab|≈0: “1” is extractedbwcd>bwab×Ω :“0” is extracted
bwcd

θa θb θc θd θa θb θc θd

bwab bwcd

ϕa ϕb

BWab

ϕc ϕd

BWcd

ϕa ϕb ϕc ϕd

BWabw

Embedding “0”

BWcd

ϕbwϕaw

ϕc ϕd

BWcdw

ϕdw

ϕa ϕb

Embedding “1”

BWab

ϕcw

Two extracted formants

Shifted and 

un-shifted LSFs

LP coeff. ai

LSFs

ϕi
Formant 

extraction
Formant 

enhancement

LSFs to

LP coeff.

ϕi LP coeff. âi

Two 

formants

LP coeff. 

to LSFs

Formant 

extraction

Bandwidth 

calculation
Comparison

Watermark bit

“0” or “1”

ϕa ϕb ϕc ϕd1st 
2nd

1st 
2nd

2nd1st 

LP coeff. âi

Figure 5. Block diagram of FE based watermarking.

Step 3 The shifted LSFs (φaw and φbw for embedding “0” or φcw and φdw for embedding
“1”) and the other un-shifted LSFs are converted back to LP coefficients âi to represent
the watermarked vocal tract information.

According to Fig. 5(b) , watermarks are extracted as below.
Step 1 The p LSFs, θi (i = 1, 2, · · · , p) are calculated from the watermarked vocal tract
information and the sharpest and the second sharpest formant are extracted.
Step 2 Assume the sharpest formant is produced by θa and θb and the second sharpest
formant is produced by θc and θd. Their bandwidths are:

bwab = |θa − θb|/2π × Fs, (18)

bwcd = |θc − θd|/2π × Fs. (19)

Step 4 If “0” has been embedded, we have bwcd>bwab×Ω, an equivalent expression is
in Eq. (20). If “1” has been embedded, bwcd should be equal to bwab, as expressed in
Eq. (21). Thus, bwab × (Ω− 1)/2 in Eq. (22), is set as the threshold to discriminate the
watermarks, where w stands for the extracted watermark bit.

bwcd − bwab > bwab × (Ω− 1) (20)

bwcd − bwab = 0, (21)

w =

{
0, bwcd − bwab > bwab × (Ω− 1)/2
1, otherwise

(22)

5. Scheme for the proposed watermarking. The whole watermarking scheme can
be found in Fig. 6. Each one-bit watermark is duplicated for multi-frames’ embedding to
enhance the robustness. In extraction process, watermarks ŝr(m) and ŝv(m) are separately
extracted from the sound source and the vocal tract. The watermarks ŝ(m) for the
proposed method are calculated with ŝr(m) and ŝv(m) using majority decision2.

In addition, a random 0-1 sequence of length T is embedded into the first T samples of
each frame for frame synchronization. The last several bits of the T samples (expressed

2This process can be implemented using a variety of strategies, such as majority voting, Bayesian methods, or even
neural networks. Majority voting is by far the simplest of these methods, because it does not require prior knowledge, and

yet has been found to be just as effective as more complicated schemes [29].
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1 2 3 4 5 6 7 8
−0.4

−0.2

0

0.2
(a) 

Watermarked speech (sec)

1 2 3 4 5 6 7 8
0

0.5

1
(b) 

Correlation result for frame synchronization (sec)

Figure 7. Frame synchronization results.

in16-bit binary codes) are sequentially replaced by this 0-1 sequence. In watermark ex-
traction process, the beginning of each frame can be found by applying the correlation
technique between the watermarked signal and the 0-1 random sequence. The frame
synchronization result is shown in Fig. 7.

6. Evaluations of proposed method. Experiments were conducted to evaluate the
inaudibility and robustness of the proposed method (this method satisfies blindness). All
12 speech stimuli (8.1 s, 20 kHz, and 16 bits) in the ATR database (B set) were used.
The embedded watermark was a random binary code. The LP order was 10-th. The FFT
size in QIM based watermarking was equal to frame size. The threshold τ for frequency
selection was 10−6 based on experimental analysis. The selected frequency components
were normalized to five levels (L = 5), i.e., (π

2
,π

4
,π

6
,π

8
, π
10

). Ω for embedding “0” in FE
based watermarking was fixed as 2.0 to ensure the inaudibility. Each one-bit watermark
was duplicated for four frames in the QIM and FE embedding to increase the robustness
of the whole scheme. The embedding bit rates were 1, 4, 8, 16, 32, 64, 128, and 256 bps.

Inaudibility was measured by log spectrum distortion (LSD) [30] and the perceptual
evaluation of speech quality (PESQ) [31]. The LSD measured the spectral distance be-
tween the original speech and watermarked speech. The PESQ evaluated the speech
quality with Objective Difference Grades (ODGs), where ODGs were graded from −0.5
(very annoying) to 4.5 (imperceptible), corresponding to Mean Opinion Score (MOS) of
1.0 to 5.0. The criterion for LSD and PESQ are LSD>1.0 dB and PESQ>3.0 ODG. Ro-
bustness was measured by Bit Detection Rate (BDR) and BDR of 90% was the criterion.
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Figure 8. Evaluations of Inaudibility.
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Figure 9. BDR results for normal extraction.

6.1. Evaluations for inaudibility and normal extraction.

6.1.1. Inaudibility. The proposed method embeds information into three channels: sound
source, vocal tract, and the beginning of each frame (for synchronization). Therefore,
inaudibility was checked when informaiton was embedded in (i) the sound source (“QIM”),
(ii) the vocal tract (“FE”), (iii) both the sound source and vocal tract (“Prop. (QIM-
FE)”), and (iv) sound source, vocal tract, and each frame (“Syn-Prop. (QIM-FE)”).

The results concerning (i) to (iii) are plotted in Figs. 8(a) and 8(b). The inaudibility
of FE based watermarking was better than QIM based watermarking. Nevertheless, both
the two single watermarking could satisfy the criteria for LSD and PESQ. The inaudibility
of the proposed method was a little worse compared with single watermarking but could
satisfy inaudibility. We especially found that the speech quality was better around 8 and
16 bps. According to speech synthesis [32], the frame lengths at these bit rates were more
suitable for speech analysis/synthesis. The comparative results between (iii) and (iv) are
plotted in Figs. 8(c) and 8(d). The two curves for LSD were close to each other and the
two curves for PESQ overlapped. These results suggested the distortion introduced by
synchronization was almost negligible.

6.1.2. Normal extraction. The proposed method embeds information to the sound source,
vocal tract, and the beginning of each frame. It is necessary to check whether one channel
will interfere with the other two channels and obstruct the information extraction.

Figure 9(a) plots the BDR results in the condition of no synchronization. The curves
labelled “QIM” and “FE” are the BDR results calculated from the sound source and vocal
tract, respectively. The curve labelled “Prop. (QIM-FE) ” is the BDR of the proposed
method calculated based on the “QIM” and “FE” results. These results indicated that the
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watermarks could be successfully extracted from the sound source and vocal tract, i.e., one
method did not severely affect the other. Furthermore, the BDR results for the proposed
method were almost as good as the better ones for “QIM” and “FE”. This implied that
the successful extraction with either method would provide the proposed method with
successful extraction. From Fig. 9(b), one can find that the watermarks could be correctly
extracted when the bit rate was lower than 128 bps, i.e., the synchronization information
did not greatly affect the extraction performance of the proposed method.

According to these results, the embedded information in one channel did not affect
the others, i.e., three channels were nearly independent of one another. This attribute
guaranteed the feasibility of the proposed method.

6.2. Evaluations for robustness.

6.2.1. Robustness against speech codecs. Several speech codecs were applied to the water-
marked speech, i.e., G.711, G.723.1, G.726, and G.729. Figure 10 plots the results. Both
QIM and FE methods were robust against G.711. Therefore, the proposed method was
robust against G.711. The QIM method failed to extract the watermarks after G.723.1,
G.726 and G.729. These results were consistent with our prediction that as phase informa-
tion is not employed in speech codecs, watermarks in phase could not survive from speech
codecs. In contrast, the FE method provided higher BDR results. The BDR results for
the proposed method were almost as good as the better ones for “QIM” and “FE”. This
verified that the disadvantage of one watermarking method can be concealed by incorpo-
rating it with another method. Therefore, the robustness of the proposed method could
be increased in comparison with singe watermarking method.

6.2.2. Robustness against speech processing. We evaluated the robustness of the proposed
method against several speech processing, including re-sampling at 24 kHz and 12 kHz,
re-quantization with 24 bits and 8 bits, speech analysis/synthesis using gammatone filter-
bank (GTFB) and short-time Fourier transform (STFT), bandpass filtering (BPF) with
passband [0.1, 6] kHz and stopband attenuation of -12 dB/octave, and signal scaling by
two times. It can be found from Fig. 11 that (1) the FE method was robust against
most processing except for re-quantization with 8 bits and BPF, (2) the QIM method was
robust against some of these processing, and (3) the performances of proposed method
was obviously better than QIM and FE methods since watermarks could be extracted
even if one method (FE or QIM) failed.

6.2.3. Robustness against common attacks. We evaluated the proposed method against
several attacks. These included signal flanger, signal flipping, signal jitter, signal sample
repetition, Gaussian noise addition (signal-to-noise ratio (SNR) of 36 dB), and echo ad-
dition (ECHO,100 ms echo of −6 dB). Signal flanger was an operation to create a signal
by mixing a slightly delayed copy of itself. The delay time was decided by frame size.
Around one third of frame size was delayed for each frame in our evaluation. The values of
two randomly chosen samples in each frame were exchanged in signal flipping. According
to the embedding rules, the exchanged samples in one second increased from 8 to 2048
from 1 to 256 bps. The randomly chosen samples of each frame was set to be 0 in signal
jitter. One randomly chosen sample in each frame was repeated in sample repetition, and
the repeated samples in one second were increased when the bit rate was increased. The
duration of attacked signals was also increased in this case. In noise addition, Gaussian
noise with an overall average signal-to-noise ratio (SNR) of 36 dB was added to water-
marked speech. A single 100 ms echo of −6 dB was added to watermarked speech in
echo attacks. The first four attacks were referred to by Steinebach et al. [33], and the
last two attacks were recommended by the Information Hiding and its Criteria (IHC)



528 S.B. Wang, W.T. Yuan, J.M. Wang, M. Unoki

1 2 4 8 16 32 64 128 256
40

50

60

70

80

90

100

(a) BDR after G.711

B
D

R
 (

%
)

1 2 4 8 16 32 64 128 256
40

50

60

70

80

90

100

(b) BDR after G.723.1B
D

R
 (

%
)

1 2 4 8 16 32 64 128 256
40

50

60

70

80

90

100

(c) BDR after G.726

B
D

R
 (

%
)

Bit rate (bps)

1 2 4 8 16 32 64 128 256
40

50

60

70

80

90

100

(d) BDR after G.729

B
D

R
 (

%
)

Bit rate (bps)

 

 

Prop. (QIM−FE)

QIM

FE

Figure 10. Robustness of proposed watermarking against different speech codecs.
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Figure 11. Robustness of proposed watermarking against different speech processing.

committee [34]. According to Fig. 12, the QIM method was only robust against signal
flipping, signal jitter, and Gaussian noise addition and the FE method was robust against
all attacks. Thus, the proposed method was robust against all these attacks. Therefore,
the proposed method demonstrated stronger robustness than single watermarking and
this was its obvious advantage.
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Figure 12. Robustness of proposed watermarking against common attacks.

6.3. Discussion. This section evaluates the proposed method with respect to inaudibil-
ity and robustness. The proposed method can satisfy inaudibility. The sound distortion
introduced by synchronization is trivial and the synchronization does not obstruct water-
mark extraction. In robustness evaluations, the QIM method is not sufficiently robust.
The FE method shows good robustness. This phenomenon can be attributed to its embed-
ding and extraction mechanism that identifying the bandwidth relationship for watermark
extraction can tolerate small modifications caused by speech codecs, processing, and at-
tacks. We also find that the QIM and FE method can complement each other. Therefore,
the proposed method demonstrates excellent robustness.

7. Comparative evaluations. Many watermarking methods have been proposed in re-
cent years. We chose three typical methods to make comparative evaluations. These
were LSB [1], DSS [2], and Cochlear delay (CD) methods [7]. The main reason these
three methods were chosen is because they separately exhibited excellent performance in
inaudibility, robustness, and both inaudibility and robustness.

A quick review of these methods is provided in what follows: LSB replaces the least
significant bits with watermarks at the quantization level so that the replacement does
not cause severe distortion, DSS spreads watermarks over many (possibly all) frequency
bands so that the watermarks cannot easily be destroyed, and CD embeds watermarks by
enhancing the phase information of speech signals with respect to two kinds of cochlear
delays (one is for bit “0” and the other is for bit “1” ).

7.1. Comparison for inaudibility and normal detection. The inaudibility results
are plotted in Figs. 13(a) and 13(b). LSB had the best performance of all the four
methods. The proposed method could satisfy the criteria for both LSD and PESQ. CD
could satisfy inaudibility when the bit rate was no more than 16 bps. DSS could not
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Figure 13. Comparison of inaudibility and normal detection performance
for the proposed method, LSB, DSS, and CD.
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Figure 14. Comparison of robustness against different speech codecs.

satisfy the criteria for either LSD or PESQ. In summary, the LSB method had the best
performance in inaudibility and the proposed method was better than DSS and CD. The
normal detection results are plotted in Fig. 13(c). LSB and CD could correctly detect
the watermarks for all the embedding bit rates and the proposed method could correctly
detect watermarks when the bit rate was less than 256 bps, while the BDR of DSS started
dropping from 64 bps.

7.2. Comparison for robustness. The results against speech codecs are plotted in
Fig. 14. We found that LSB was not robust against any speech codecs, CD was only
robust against G.711, DSS was robust against G.711 and G.726, and the proposed method
was basically robust against all kinds of speech codecs although its performance against
G.723.1 and and G.729 still needs to be improved. These results implied that the proposed
method had better robustness than the other methods.

The results against speech processing are plotted in Fig. 15. DSS obviously performed
the best. LSB was robust against re-sampling at 24kHz, re-quantization with 24 bits,
and STFT. CD provided provided satisfactory BDR results except for re-quantization
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Figure 15. Comparison of robustness against different speech processing.

with 8 bits, GTFB, and BPF. The proposed method was basically robust except for re-
quantization with 8 bits. We could conclude from these results that DSS and the proposed
method were more robust against these processing than LSB and CD.

The results against common attacks are plotted in Fig. 16. DSS failed to detect
watermarks after sample repetition. LSB and CD were only robust against some of the
attacks. Overall, the proposed method performed better than the others.

7.3. Discussion. This section compared the proposed method with other typical meth-
ods. LSB was inaudible but not robust, DSS was not inaudible and not completely robust,
CD could conditionally satisfy inaudiblity and robustness. In comparison, the proposed
method was better than these methods, and it could basically satisfy both inaudibility
and robustness. To explore the reasons behind this, we analyzed all the methods we
evaluated. As the LSB method embedded watermarks in the least significant bits, the
distortion to the original signal was negligible and this thus enabled LSB to be perfectly
inaudible. However, watermarks in the least significant bits could easily be reset by op-
erations such as amplitude modifications and lossy processing, which deteriorated the
robustness of LSB method. DSS was relatively more robust than LSB since watermarks
were spread over a wide frequency range, and the watermarks could only be eliminated
when all possible frequencies were destroyed with considerable strength. Therefore, DSS
exhibited excellent robustness for most processing. However, watermarks over a wide
range of frequencies made them perceptually significant. Watermarks in CD were embed-
ded as phase modifications by modelling cochlear delay. Watermarks detection strongly
depended on the cues in low-frequency phase, according to the characteristics of cochlear
delay. Correspondingly, once phase information in the low frequency is destroyed or erased
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Figure 16. Comparison of robustness against common attacks.

by processing, watermarks cannot be detected. The proposed method could take advan-
tage of each single method and gain overall superiority. Therefore, the proposed method
exhibited better performance than the others.

8. Conclusions. This paper proposed a speech watermarking method for speech signals
based on the source-filter model of speech production. LP analysis was used to separate
the speech signal into two components, i.e., sound source and vocal tract information.
These two components were separately embedded with watermarks using QIM based and
FE based watermarking. The independence between the sound source and vocal tract
ensured the feasibility of the proposed watermarking. We investigated the inaudibility and
robustness of the proposed method. The results revealed that (1) the proposed method
could satisfy inaudibility and (2) the combination of FE and QIM methods enabled the
proposed method to benefit from both methods to attain stronger robustness. Finally,
we compared the proposed method with other typical methods and the results revealed
that the proposed method outperformed the other methods. All these results verified the
effectiveness of the proposed method.
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