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Abstract. As known, the reversible data hiding methods based on pixel value ordering
(PV O) have a not large embedding capacity. To overcome this weakness, Niu et al.
proposed a method that uses PV O to embed data in two images. This method can always
embed three or four bits in each block. However, their method only embeds data in the
largest and smallest pixels, so its embedding capacity is limited. In addition, each pixel
is modified at most by two units, so stego image quality is not high. In this paper, we
propose a novel PV O-based reversible data hiding method in two images, where embedding
is performed simultaneously at the second-largest and largest pixels as well as at the
second-smallest and smallest pixels. Additionally, each pixel is only modified at most
by one unit, so the proposed method outperforms Niu et al.’s method in terms of both
embedding capability and stego image quality. Furthermore, experimental results and
theoretical analysis show that the PSNR value of the proposed method is higher than
that of some existing techniques embedding in two images.
Keywords: Reversible data hiding, PV O, Dual-image, Largest pixel, Smallest pixel

1. Introduction. In contemporary times, the proliferation of communication technology
has facilitated the widespread dissemination of digital documents over the Internet and
several other networks. However, the network is an unsafe environment where hackers can
attack to modify the content of documents or use them illegally. That’s why researching
ways to protect documents becomes so urgent. Data hiding and encryption are the two
leading solutions to tackle this problem. Encryption methods involve transforming original
documents into cryptographic documents with symbols that lack meaning, making them
suspicious for hackers. Data hiding is a method of incorporating data bits into a digital
image in a way that makes it impossible for the unaided eye to differentiate between
the original image and the stego image (which contains the data), thereby making it
inconspicuous to hackers.

Data hiding methods are divided into irreversible and reversible (or lossless). The
irreversible methods [1, 2, 3, 4, 5] allow the extraction of the embedded data bits correctly
but cannot recover the original image. This constraint hinders its capacity to be applied
in situations where the original image is required, such as in the processing of medical and
military images. Hence, there has been a recent proposal and development of reversible
data hiding (RDH) techniques. During the initial stages, certain techniques employed
lossless compression of the lower bits of the image in order to acquire the necessary space
for inserting the data bits. However, these methods exhibited a limited capacity for
embedding.

The difference expansion (DE) method proposed by Tian [6] is the first notable RDH
method. This method embeds a bit into a pair of adjacent pixels by expanding their
difference to the left. To extract data and restore images, need to use a binary location
map to distinguish embeddable and non-embeddable pairs. This method quickly received
the attention of many researchers to expand the capability for embedding and the quality
of stego images such as methods [7, 8] using pixel blocks instead of pixel pairs, methods
[9, 10] using the difference between two prediction errors instead of the difference between
two pixels, the methods [11, 12] suggesting ways in order to decrease the dimensions of
the location map.

The histogram shift (HS) method of Ni et al. [13] can be considered the second
most important research direction of the RDH method after Tian’s DE method. In this
method, first, a pixel histogram is established, which is a function of the pixel values.
The bits of data are embedded in the pixels corresponding to the largest values of the
histogram. The stego image quality of this method is good; however, its embedding
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capacity is limited due to the histograms of natural images often being flat. Many authors,
such as [14, 15, 16] have improved the HS method to extend the embedding capacity.

Works [17, 18, 19] exploit smooth regions in images because the embedding performance
in these regions is often higher than in the other areas.

Li et al. [20] introduced a novel prediction predictor using pixel value ordering (PV O)
and RDH method based on this predictor. The proposed methodology entails dividing
the image into separate blocks that are non-overlapping. Each block’s pixels are arranged
in increasing order. The forecast for the largest pixel is obtained from the pixel that is
the second largest. A bit is then embedded when the prediction error reaches a value of 1.
The process of embedding smallest values is carried out in a similar manner. Nevertheless,
the approach’s embedding ability is limited, prompting numerous studies [21, 22, 23, 24,
25, 26, 27, 28, 29, 30, 31, 32] to propose strategies for enhancing the embedding capacity
of the PV O method.

In general, RDH methods in one image do not have a high embedding rate, so re-
cently, RDH methods in two or more images, called dual images, have been proposed
and developed.

The dual-image RDH methods [33, 34, 35] used a function matrix consisting of 256
rows and 256 columns with elements calculated by a modification direction formula in [5].
These methods have a large embedding capacity but low stego image qualities.

Dual-image RDH methods [36, 37] are developed from irreversible data-hiding methods.
Specifically, [36] is built from [5] and [37] from [4].

In their study, Lu et al. [38] introduced an RDH technique in two images that utilizes
center folding to embed k bits into a pixel x, resulting in the creation of two distinct sego
pixels x′ and x′′. The method proposed by Yao et al. [39] has been enhanced in two key
aspects: the expansion of the embedding domain and the increase of one embedded bit
when all first k bits are equal to one. Kim et al. [40] employed the averaging technique
to embed a bit group into a pixel. The absence of the center folding approach in this
method results in a low-quality stego image.

Chen et al. [41] also use the function matrix as in [33] to embed data in a pair of pixels.
They take into account four distinct portions around the target pixel: the left horizontal
line segment, the right horizontal line segment, the under vertical line segment, and
the upper vertical line segment. By selecting one of the above segments to execute the
embedding algorithm, an additional embedding bit can be obtained.

The embedding domain of techniques [38] and [39] has been significantly increased by
Luyen et al. [42]. So, the method [42] demonstrates improved embedding capacity and
image quality in comparison to these two approaches.

Niu et al. [43] introduced a dual image RDH technique that utilizes PV O to achieve
a higher embedding capacity than PV O-based approaches in a single image. However,
this method only uses the largest and smallest pixels to embed data, so its embedding
capacity is limited. In addition, each pixel is modified by a maximum of two units, so the
stego image quality is not high.

This paper introduces a novel dual-image RDH method that utilizes PV O with sig-
nificant advantages compared to existing methods. The main contributions of the paper
include: The main contributions of the paper include:

• Suggest an RDH technique in two images using PV O, which simultaneously embeds
data in the second-biggest and biggest pixels, as well as the second-smallest and
smallest pixels.

• During the data embedding process, each pixel is changed by a maximum of one
unit.
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• The suggested method has an embedding capacity of approximately 1.65 times higher
and a PSNR value about 0.72dB higher compared to the method developed by Niu
et al.

• Compared with the recent existing dual-image RDH methods, the stego image qual-
ity of the proposed method is also higher.

The subsequent sections of the paper are structured sequentially. Section 2 provides a
concise introduction to the PV O method and the method proposed by Niu et al. Section
3 presents the novel PV O-based RDH approach in two images. In section 4, experiments
and analyses are conducted to compare the suggested method with the one proposed by
Niu et al. and other relevant methods. Finally, the conclusions are presented in section
5.

2. Related works. This section provides a concise overview of two interconnected method-
ologies, specifically the PV O approach proposed by Li et al. and the method introduced
by Niu et al.

2.1. PV O approach. The algorithm proposed by Li et al. [20] for embedding data in a
block bX of size r × c can be expressed as follows. First, convert bX into a sequence of
pixels sX = (x1, . . . , xn), then sort sX in ascending order to get sXσ =

(
xσ(1), . . . , xσ(n)

)
such that xσ(1) ≤ · · · ≤ xσ(n), where n = r × c. Also, if i < j and xσ(i) = xσ(j) then
σi < σj. To embed a bit in the largest pixel, compute dmax = xσ(n)−xσ(n−1), and consider
the following three cases:

Case 1: dmax = 0, no bit is embedded and nothing to do
(
x′
σ(n) = xσ(n)

)
.

Case 2: dmax > 1, no bit is embedded and xσ(n) is increased by 1
(
x′
σ(n) = xσ(n) + 1

)
.

Case 3: dmax = 1, a bit b is embedded in xσ(n) by the formula: x′
σ(n) = xσ(n) + b.

Similarly, to embed a bit b in the smallest pixel, compute dmin = xσ(1) − xσ(2), and
consider the following cases.

Case 1: dmin = 0, no bit is embedded and nothing to do
(
x′
σ(1) = xσ(1)

)
.

Case 2: dmin < −1, no bit is embedded and xσ(1) is decreased by 1
(
x′
σ(1) = xσ(1) − 1

)
.

Case 3: dmin = −1, a bit b is embedded in xσ(1) by the formula: x′
σ(1) = xσ(1) − b.

Note that, after embedding data, the PV O (pixel value ordering) of sXσ is kept un-
changed, and pixels xσ(i) with i = 2, . . . , n− 1 are preserved.
At the decoder side, for extracting b and restoring xσ(n), compute d′max = x′

σ(n)−x′
σ(n−1),

and consider the following cases:
Case 1: d′max = 0, no bit is extracted, xσ(n) = x′

σ(n).

Case 2: d′max => 2, no bit is extracted, xσ(n) = x′
σ(n) − 1.

Case 3: d′max = 1 or d′max = 2, b = d′max − 1, xσ(n) = x′
σ(n) − b.

Similarly for extracting b and restoring xσ(1), calculate d
′
min = x′

σ(1)−x′
σ(2), and consider

the following cases:
Case 1: d′min = 0, no bit is extracted, xσ(1) = x′

σ(1).

Case 2: d′min < −2, no bit is extracted, xσ(1) = x′
σ(1) + 1.

Case 3: d′min = −1 or d′min = −2, b = − (d′min + 1) , xσ(1) = x′
σ(1) + b.

A block-based location map (LM) is generated in order to prevent both overflow and
underflow as follows: LM(u, v) = 1 if the block with a row index of u, and column index
of v has xσ(n) = 255 and dmax > 0
or xσ(1) = 0 and dmin < 0, and LM(u, v) = 0, otherwise. Blocks with an LM value equal
to 1 are likely to cause overflow/ underflow.
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Table 1. Embedding rule at xσ(n) when dmax ∈ {0, 1}

Cases Embedded bits x′
σ(n) x′′

σ(n)

1 0 xσ(n) xσ(n)

2 100 xσ(n) + 1 xσ(n)

3 101 xσ(n) xσ(n) + 1
4 110 xσ(n) + 2 xσ(n)

5 111 xσ(n) xσ(n) + 2

Table 2. Embedding rule at xσ(n) when dmax > 1

Cases Embedded bits x′
σ(n) x′′

σ(n)

1 0 xσ(n) xσn)

2 10 xσn) + 1 xσ(n)

3 11 xσ(n) xσ(n) + 1

2.2. Method of Niu et al. Like in the PV O method [20], Niu et al. [43] partition an
initial image X of size R×C into distinct chunks bX of r×c size that do not overlap. The
conversion of each block bX into a sequence sX is performed. Then sX is sorted as in
the PV O method to get sXσ =

(
xσ(1), xσ(2), . . . , xσ(n)

)
, where n = r× c. Next, Niu et al.

calculate a difference dmax by the formula: dmax = xσ(n) − xσ(n−1). Embedding data bits
in xσ(n) to get two stego pixels x′

σ(n) and x′′
σ(n) is implemented differently in the two cases

for dmax as follows. In the case dmax ∈ {0, 1}, embedding data bits in xσ(n) is performed
according to Table 1.

In the case dmax > 1, embedding data bits in xσ(n) is performed according to Table 2.
Note that embedding rules satisfy the following two important conditions:

Condition 1: min
{
x′
σ(n), x

′′
σ(n)

}
= xσ(n).

Condition 2: PV O of stego pixel sequences sX ′ and sX ′′ are unchanged. It means the
PV O of sX ′ as well as the PV O of sX ′′ is the same as the PV O of sX.

One can easily recover the value of xσ(n) from condition 1. Next, when knowing xσ(n)

can extract embedded bits according to the above tables. Finally, based on condition 2,
can restore the original pixel sequence sX.

Similarly, for the left side, first, calculate: dmin = xσ(1) − xσ(2). Then embedding data
bits in xσ(1) to get two stego pixels x′

σ(1) and x′′
σ(1) is implemented by rules in Tables 3

and 4.

Table 3. Embedding rule at xσ(1) when dmin ∈ {0,−1}

Cases Embedded
bits

x′
σ(1) x′′

σ(1)

1 0 xσ(1) xσ(1)

2 100 xσ(1) − 1 xσ(1)

3 101 xσ(1) xσ(1) − 1
4 110 xσ(1) − 2 xσ(1)

5 111 xσ(1) xσ(1) − 2

3. The proposed method. Niu et al.’s method [43] only uses the largest and smallest
pixels of a block to embed data. So its embedding capacity is limited. Besides, in some
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Table 4. Embedding rule at xσ(1) when dmin < −1

Cases Embedded
bits

x′
σ(1) x′′

σ(1)

1 0 xσ(1) xσ(1)

2 10 xσ(1) − 1 xσ(1)

3 11 xσ(1) xσ(1) − 1

Figure 1. The flowchart of the proposed method

cases of tables 1 and 3, the value of xσ(n) and xσ(1) are modified by two units. Hence, the
method proposed by Niu et al. exhibits a rather low level of stego image quality. In this
part, a novel PV O -based RDH approach is introduced for two images. The suggested
method allows for the concurrent embedding of data in both the largest and second-largest
pixels, as well as the smallest and second-smallest pixels, so it has a greater potential for
embedding in comparison to the approach given by Niu et al. In addition, the proposed
method only modifies the pixel values by a maximum of one unit, resulting in greater
stego image quality in comparison to the approach presented by Niu et al.

This section considers an initial 8-bit image X with dimensions R × C. Image X
partitioned into chunks bXt of r × c size with = 1, . . . ,

∣∣R
r

∣∣× ∣∣ c
c

⌋
:

bXt =

 xt,1,1 · · · xt,1,c
...

. . .
...

xt,r,1 · · · xt,r,c


The block bXt is converted to a pixel sequence sXt = (xt,1, . . . , xt,n) where n = r × c.

Next, sXt is arranged in ascending order to obtain a sequence Xt,σ =
(
xt,σ(1), . . . , xt,σ(n)

)
.

Below, when considering only one block, the t-index will be removed for compactness.
The flowchart of the proposed method is shown in Fig. 1.

3.1. Embed data bits in a block. Considering a block bX, scanning row by row to
convert bX into a sequence sX = (x1, . . . , xn), next, the sX is arranged in ascending
order to obtain sXσ =

(
xσ(1), . . . , xσ(n)

)
such that xσ(1) ≤ · · · ≤ xσ(n).
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3.1.1. Embed data bits in the two largest pixels. The process involves embedding two
to four bits in pixels xσ(n−1) and xσ(n) to create two stego pixel-pairs x′

σ(n−1), x
′
σ(n) and

x′′
σ(n−1), x

′′
σ(n) by the following steps:

Step 1: Compute: dmax = xσ(n) − xσ(n−1). Consider two cases: dmax = 0 and dmax > 0
and use different embedding rules in each case.

In case dmax = 0, it means xσ(n) = xσ(n−1, put: α = xσ(n) = xσ(n−1, and go to Step 2 .
In the case of dmax > 0, it means xσ(n) > xσ(n−1), put: α = xσ(n−1), β = xσ(n), and go

to Step 3
Step 2: Embed two or three bits in pixel-pair xσ(n−1) and xσ(n) to get two new pixel-

pairs x′
σ(n−1), x

′
σ(n) and x′′

σ(n−1), x
′′
σ(n) according to the rules shown in Table 5, where the

second column contains embedded bits and the embedding formulas are presented in the
next four columns.

Step 3: Embed three or four bits in xσ(n−1) and xσ(n) to get x
′
σ(n−1), x

′
σ(n) and x′′

σ(n−1), x
′′
σ(n)

according to the rules shown in Table 6.

Table 5. The embedding rule in the case xσ(n−1) = xσ(n) (α = xσ(n−1))

Case Embedded
bit sequence

x′
σ(n−1) x′

σ(n) x′′
σ(n−1) x′′

σ(n) x′
σ(n−1)

− α
x′
σ(n)

− α
x′′
σ(n−1)

− α
x′′
σ(n)

− α
1 00 α α α α 0 0 0 0
2 01 α α α α + 1 0 0 0 1
3 10 α α α + 1 α + 1 0 0 1 1
4 11 α α + 1 α α 0 1 0 0
5 100 α + 1 α + 1 α α 1 1 0 0

Remark 1
From Tables 5 and 6, deduce that the values of pixels xσ(n−1) and xσ(n) can be restored

from x′
σ(n−1), x

′
σ(n), x

′′
σ(n−1) and x′′

σ(n) by formulas:

xσ(n−1) = min
(
x′
σ(n−1), x

′′
σ(n−1)

)
, xσ(n) = min

(
x′
σ(n), x

′′
σ(n)

)
. (1)

After determining the values of xσ(n−1) and xσ(n), need to locate them in the original
block by using the positions of x′

σ(n−1) and x′
σ(n) (or of x

′′
σ(n−1) and x′′

σ(n) ) if the order of

x′
σ(n−1) and x′

σ(n) (or of x
′′
σ(n−1) and x′′

σ(n)

)
is the same as the order of xσ(n−1) and xσ(n).

Table 6. The embedding rule in the case xσ(n−1) < xσ(n) (α = xσ(n−1), β =
xσ(n))

Cases Embedded
bit sequence

x′
σ(n−1) x′

σ(n) x′′
σ(n−1) x′′

σ(n) x′
σ(n−1)

− α
x′
σ(n)

− β
x′′
σ(n−1)

− α
x′′
σ(n)

− β
1 000 α β α β 0 0 0 0
2 001 α β α β + 1 0 0 0 1
3 010 α β α + 1 β 0 0 1 0
4 011 α β α + 1 β + 1 0 0 1 1
5 100 α + 1 β α β + 1 1 0 0 1
6 101 α + 1 β + 1 α β 1 1 0 0
7 110 α + 1 β α β 1 0 0 0
8 111 α β + 1 α β 0 1 0 0
9 1000 α β + 1 α + 1 β 0 1 1 0
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This condition is always true except for the following two cases:

1. When xσ(n) = xσ(n−1) + 1(β = α+ 1), but x′
σ(n−1) = x′

σ(n) as shown in case 5 or case

7 of Table 6. In this case, the order of x′
σ(n−1) and x′

σ(n) maybe different from the

order of xσ(n−1) and xσ(n). However, since x′′
σ(n−1) < x′′

σ(n), the order of x′′
σ(n−1) and

x′′
σ(n) is the same as the order of xσ(n−1) and xσ(n).

2. When xσ(n) = xσ(n−1) + 1(β = α+ 1), but x′′
σ(n−1) = x′′

σ(n) as shown in case 3 or case

9 of Table 6.In a similar way, the positions of x′
σ(n−1) and x′

σ(n) can be utilized to
determine the locations of xσ(n−1) and xσ(n) within the original block.

This remark will be used to restore xσ(n−1) and xσ(n) as well as to extract embedded
bits.

3.1.2. Embed data bits in the two smallest pixels. The process involves embedding two to
four bits in pixels xσ(1) and xσ(2) to create two pixel-pairs x′

σ(1), x
′
σ(2) and x′′

σ(1), x
′′
σ(2) by

the following steps:
Step 1: Compute: dmin = xσ(2) − xσ(1). Consider two cases dmin = 0 and dmin > 0 and

use different embedding rules in each case.
In case dmin = 0, it means xσ(2) = xσ(1). Put: ρ = xσ(1) = xσ(2), and go to Step 2.
In the case of dmin > 0, it means xσ(2) > xσ(1). Put: ρ = xσ(1), τ = xσ(2), and go to Step

3
Step 2: Embed two or three bits in pixel-pair xσ(1) and xσ(2) to get two new pixel-pairs

x′
σ(1), x

′
σ(2) and x′′

σ(1), x
′′
σ(2) according to the rules shown in Table 7.

Step 3: Embed three or four bits by computing x′
σ(1), x

′
σ(2) and x′′

σ(1), x
′′
σ(2) according to

the rules shown in Table 8.
Similar to subsection 3.1.1, we can prove the following remark 2.

Remark 2. From Tables 7 and 8, it deduced that the values of the pixels xσ(1) and xσ(2)

can be restored from x′
σ(1), x

′
σ(2), x

′′
σ(1) and x′′

σ(2) by formulas:

xσ(1) = max
(
x′
σ(1), x

′′
σ(1)

)
, xσ(2) = max

(
x′
σ(2), x

′′
σ(2)

)
. (2)

After determining the values of xσ(1) and xσ(2), need to locate them in the original block

by using the order of x′
σ(1) and x′

σ(2) (or order of x
′′
σ(1) and x′′

σ(2)

)
if the order of x′

σ(1) and

x′
σ(2) (or of x

′′
σ(1) and x′′

σ(2) ) is the same as the order of xσ(1) and xσ(2).

Table 7. The embedding rule in the case xσ(1) = xσ(2) (ρ = xσ(1))

Cases Embedded
bit sequence

x′
σ(1) x′

σ(2) x′′
σ(1) x′′

σ(2) ρ− x′
σ(1) ρ− x′

σ(2) ρ− x′′
σ(1) ρ− x′′

σ(2)

1 00 ρ ρ ρ ρ 0 0 0 0
2 01 ρ ρ ρ ρ−1 0 0 0 1
3 10 ρ ρ ρ−1 ρ−1 0 0 1 1
4 11 ρ ρ−1 ρ ρ 0 1 0 0
5 100 ρ−1 ρ−1 ρ ρ 1 1 0 0

This condition is always true except for the following two cases:

1. When xσ(2) = xσ(1) + 1, but x′
σ(1) = x′

σ(2) as shown in case 8 or case 9 of Table 8.

In this case, the order of x′
σ(1) and x′

σ(2) maybe different from the order of xσ(1) and

xσ(2). However, since x′′
σ(1) < x′′

σ(2), the order of x′′
σ(1) and x′′

σ(2) is the same as the
order of xσ(1) and xσ(2).
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Table 8. The embedding rule in the case xσ(1) < xσ(2) ( ρ = xσ(1), τ =
xσ(2))

Cases Embedded
bit sequence

x′
σ(1) x′

σ(2) x′′
σ(1) x′′

σ(2) ρ− x′
σ(1) τ −x′

σ(2) ρ− x′′
σ(1) τ −x′′

σ(2)

1 000 ρ τ ρ τ 0 0 0 0
2 001 ρ τ ρ τ−1 0 0 0 1
3 010 ρ τ ρ−1 τ 0 0 1 0
4 011 ρ τ ρ−1 τ−1 0 0 1 1
5 100 ρ−1 τ ρ τ−1 1 0 0 1
6 101 ρ−1 τ−1 ρ τ 1 1 0 0
7 110 ρ−1 τ ρ τ 1 0 0 0
8 111 ρ τ−1 ρ τ 0 1 0 0
9 1000 ρ τ−1 ρ−1 τ 0 1 1 0

2. When xσ(2) = xσ(1) + 1, but x′′
σ(1) = x′′

σ(2) as shown in case 2 or case 5 of Table 8.

Similarly, in this case, can use the positions of x′
σ(1) and x′

σ(2) to locate xσ(1) and
xσ(2) in an original block.

This remark will be used to restore xσ(1) and xσ(2) as well as to extract embedded bits.
After embedding data bits in a pixel sequence sXσ on both sides, sequences sX ′

σ and
sX ′′

σ are obtained. Next, need to rearrange sX ′
σ and sX ′′

σ by positions in the vector σ
to get sX ′, sX ′′. Finally, convert sX ′ and sX ′′ into blocks bX ′ and bX ′′ of size r × c,
respectively.

3.1.3. Example. Give an image X of 2× 4 size:

X =

[
4 6 5 8
6 3 7 5

]
and a bit sequenceD =

[
100011 110100

]
. SplitX into 2×2 blocks (r = c = 2, n = 4)

and process each block.

1. Consider block bX1

bX1 =

[
4 6
6 3

]
On the right side, dmax = 6− 6 = 0, α = 6 (Table 5). The three bits from D: 100. By

case 5, x′
σ(3) = x′

σ(4) = α + 1 = 7, x′′
σ(3) = x′′

σ(4) = α = 6. On the left side, ρ = 3, τ =

4, dmin = 4− 3 = 1 (Table 8). The next three bits from D: 011. By case 4, x′
σ(1) = ρ = 3,

x′
σ(2) = τ = 4, and x′′

σ(1) = ρ− 1 = 2, x′′
σ(2) = τ − 1 = 3. Thus obtain:

bX ′
1 =

[
4 7
7 3

]
, bX ′′

1 =

[
3 6
6 2

]
2. Consider block bX2

bX2 =

[
5 8
7 5

]
On the right, dmax = 8 − 7 = 1, α = 7, β = 8 (Table 6). The next three bits from D:

110. By case 7, x′
σ(3) = α + 1 = 8, x′

σ(4) = β = 8, and x′′
σ(3) = α = 7, x′′

σ(4) = β = 8. On

the left, dmin = 5− 5 = 0, ρ = 5 (Table 7). The next three bits from D: 100, by case
5, x′

σ(1) = x′
σ(2) = ρ− 1 = 4, x′′

σ(1) = x′′
σ(2) = ρ = 5. Thus obtain:
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bX ′
2 =

[
4 8
8 4

]
, bX ′′

2 =

[
5 8
7 5

]
.

In summary, we obtain:

X ′ =

[
4 7 4 8
7 3 8 4

]
, X ′′ =

[
3 6 5 8
6 2 7 5

]
.

3.2. Extract embedded bits and restore the original block. Given stego blocks
bX ′ and bX ′′. To restore the original block bX and extract embedded bits, first, convert
these blocks to pixel-sequences sX ′ and sX ′ (as in the embedding algorithm). Next, sort

sX ′ and sX ′′ in ascending order to have sX ′
σ and X ′′

σ : sX ′
σ =

(
x′
σ(1), . . . , x

′
σ(n)

)
, and

sX ′′
σ =

(
x′′
σ(1), . . . , x

′′
σ(n)

)
.

In the proposed method only consider n ≥ 4, thence, there is no overlap between the
two largest pixels and the two smallest pixels of sX ′

σ and sX ′′
σ . So, extracting and restoring

can be performed independently on the largest and smallest sides.

3.2.1. Extracting and restoring on the largest side. Extracting embedded bits and restor-
ing xσ(n−1) and xσ(n) are done according to Remark 1 by the following steps:
Step 1: Define the values of the original pixels xσ(n−1) and xσ(n) by formula (1) as

follows:

α = xσ(n−1) = min
{
x′
σ(n−1), x

′′
σ(n−1)

}
,

β = xσ(n) = min
{
x′
σ(n), x

′′
σ(n)

}
.

(3)

Step 2: Determine the positions of xσ(n−1) and xσ(n) in the original pixel block.

Case 1: xσ(n−1) = xσ(n). The position of xσ(n−1) ( or xσ(n)

)
is chosen to be the position

of x′
σ(n−1) ( or x′

σ(n)

)
.

Case 2: xσ(n−1) < xσ(n).

(a) If x′
σ(n−1) < x′

σ(n), the position of xσ(n−1) ( or xσ(n)

)
is chosen to be the position of

x′
σ(n−1)

(
orx′

σ(n)

)
.

(b) If x′
σ(n−1) = x′

σ(n), the position of xσ(n−1) ( or xσ(n)

)
is chosen to be the position of

x′′
σ(n−1)

(
or x′′

σ(n)

)
To extract embedded bits, consider the two following cases: α = β and α < β. In the

first case, go to Step 3; otherwise, go to Step 4.
Step 3: When α = β (corresponding to Table 5), calculate the differences
x′
σ(n−1) −α, x′

σ(n) −α, x′′
σ(n−1) −α, and x′′

σ(n) −α and compare them with corresponding
differences in the last four columns of Table 5 to get the embedded data bits.

Step 4: When α < β (corresponding to Table 6), calculate the differences
x′
σ(n−1) −α, x′

σ(n) − β, x′′
σ(n−1) −α, and x′′

σ(n) − β and compare them with corresponding
differences in Table 6 to get embedded data bits.

3.2.2. Extracting and restoring on the smallest side. Similar to subsection 3.2.1, remark
2 will be used to extract embedded bits and to restore xσ(1) and xσ(2) by the following
steps:

Step 1: Define the values of the original pixels xσ(1) and xσ(2) by the formula (2) as
follows:
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ρ = xσ(1) = max
(
x′
σ(1), x

′′
σ(1)

)
,

τ = xσ(2) = max
(
x′
σ(2), x

′′
σ(2)

)
.

(4)

Step 2: Determine the positions of xσ(1) and xσ(2) in the original pixel block.

Case 1: xσ(1) = xσ(2). The position of xσ(1) ( or xσ(2)

)
is chosen to be the position of

x′
σ(1) (or x

′
σ(2)).

Case 2: xσ(1) < xσ(2).

(a) If x′
σ(1) < x′

σ(2), the position of xσ(1) ( or xσ(2)

)
is chosen to be the position of x′

σ(1)

(or x′
σ(2)).

(b) If x′
σ(1) = x′

σ(2), the position of xσ(1) ( or xσ(2)

)
is chosen to be the position of x′′

σ(1)

(or x′′
σ(2)).

To extract embedded bits, consider the two following cases: ρ = τ and ρ < τ . In the
first case, go to Step 3; otherwise, go to Step 4.

Step 3: When ρ = τ (corresponding to Table 7), calculate the differences ρ− x′
σ(1), ρ−

x′
σ(2), ρ − x′′

σ(1), and ρ − x′′
σ(2) and compare them with corresponding differences in Table

7 to get embedded data bits
Step 4: When ρ < τ (corresponding to Table 8), calculate the differences ρ− x′

σ(1), τ−
x′
σ(2), ρ − x′′

σ(1), and τ − x′′
σ(2) and compare them with corresponding differences in Table

8 to get embedded data bits.
After restoring the pixels xσ(1), xσ(2), xσ(n−1), and xσ(n), the original block bX is ob-

tained. In addition, embedded bits are obtained by collecting bits from the largest and
smallest sides.

3.2.3. Example. Given stego images:

X ′ =

[
4 7 4 8
7 3 8 4

]
, X ′′ =

[
3 6 5 8
6 2 7 5

]
To extract embedded bits and restore the original image, divide stego images into 2×2

blocks (r = c = 2, n = 4) and process each pair of blocks.
1.Consider bX ′

1 and bX ′′
1 :

bX ′
1 =

[
4 7
7 3

]
, bX ′′

1 =

[
3 6
6 2

]
On the right, x′

σ(3) = 7, x′
σ(4) = 7, x′′

σ(3) = 6, x′′
σ(4) = 6, xσ(3) = min

(
x′
σ(3), x

′′
σ(3)

)
=

6, xσ(4) = min
(
x′
σ(4), x

′′
σ(4)

)
= 6 (Table 5 with α = 6 ). Compute x′

σ(3)−α = 1, x′
σ(4)−α =

1, x′′
σ(3)−α = 0, x′′

σ(4)−α = 0. Comparing these differences with the values in the last four

columns of Table 5, infer that the embedded bits are 100. On the left, x′
σ(1) = 3, x′

σ(2) =

4, x′′
σ(1) = 2, x′′

σ(2) = 3, xσ(1) = max
(
x′
σ(1), x

′′
σ(1)

)
= 3, xσ(2) = max

(
x′
σ(2), x

′′
σ(2)

)
= 4,

(Table 8 with ρ = 3, τ = 4). Compute: ρ − x′
σ(1) = 0, τ − x′

σ(2) = 0, ρ − x′′
σ(1) =

1, τ − x′′
σ(2) = 1. Comparing these differences with the corresponding values of Table

8, deduce that embedded bits are 011. Locate xσ(3) and xσ(4) by x′
σ(3) and x′

σ(4), locate

xσ(1) and xσ(2) by x′
σ(1) and x′

σ(2), obtain bX1 =

[
4 6
6 3

]
, and bits = 1000011.

2. Consider bX ′
2 and bX ′′

2 :



134 P. M. Thai, L. Q. Hoa, P. V. At, C. T. Luyen, M. M. Trung and T. T. Thuy

bX ′
2 =

[
4 8
8 4

]
, bX ′′

2 =

[
5 8
7 5

]
On the right, x′

σ(3) = 8, x′
σ(4) = 8, x′′

σ(3) = 7, x′′
σ(4) = 8, xσ(3) = min

(
x′
σ(3), x

′′
σ(3)

)
=

7, xσ(4) = min
(
x′
σ(4), x

′′
σ(4)

)
= 8 (Table 6 with α = 7, β = 8). Compute: x′

σ(3) − α =

1, x′
σ(4) − β = 0, x′′

σ(3) − α = 0, x′′
σ(4) − β = 0. Comparing these values with corre-

sponding differences in Table 6, we deduce that the embedded bits are 110. On the

left, x′
σ(1) = 4, x′

σ(2) = 4, x′′
σ(1) = 5, x′′

σ(2) = 5, xσ(1) = max
(
x′
σ(1), x

′′
σ(1)

)
= 5, xσ(2) =

max
(
x′
σ(2), x

′′
σ(2)

)
= 5 (Table 7 with ρ = 5 ). Compute: ρ − x′

σ(1) = 1, ρ − x′
σ(2) = 1, ρ−

x′′
σ(1) = 0, ρ − x′′

σ(2) = 0. Comparing these values with the corresponding differences in

Table 7, infer that embedded bits are 100. Locate xσ(3) and xσ(4) by x′′
σ(3) and x′′

σ(4), locate

xσ(1) and xσ(2) by x′
σ(1) and x′

σ(2), obtain

bX2 =

[
5 8
7 5

]
, and bits = 1 1 0 0 1 0 0.

In summary, have

X =

[
4 6 5 8
6 3 7 5

]
,

D =
[
1 0 0 0 1 1 1 1 0 1 0 0

]
,

3.3. Conceal data bits in an initial image. Given an original image X of size R×C
and a data bit sequence D. To obtain two stego images, X ′ and X ′′, D must be concealed
in X. The embedding is done step by step as follows:
Step 1: Divide X into K non-overlapped blocks bXk of size r × c, n = r × c ≥ 4 with

k = 1, . . . , K, where K =
⌊
R
r

⌋
×

⌊
C
c

⌋
Set k = 1
Step 2: Compute the minimum and maximum values of the pixels in Xk : mink =

min (bXk) ,maxk = max (bXk). If mink = 0 or maxk = 255, embedding data bits in bXk

can cause an overflow or underflow. So in this case, no bit is embedded, set bX ′
k = bX ′′

k =
bXk, and go to Step 4. In the opposite case, go to Step 3.

Step 3: Embed from 4 to 8 bits selected from D in the block bXk to get stego pixel
blocks bX ′

k and bX ′′
k according to the algorithm presented in subsection 3.1.

Step 4: Classify into three cases to consider:
1.The value of k is equal to K,
2.The embedding of enough data bits is completed,
3.Another case.
In case 1, go to Step 5.
In case 2, copy the remaining original blocks into the respective stego blocks:
bX ′

t = bX ′′
t = bXt, with t = k + 1, . . . , K.

Then go to Step 5
In case 3, increase k by one: k = k + 1, and go back to Step 2.
Step 5: Create a stego image X ′ ( and X ′′) consists of blocks bX ′

k ( and bX ′′
k ) with

k = 1, . . . , K.

3.4. Extract embedded bits and restore the original image. Given two stego im-
ages X ′ and X ′′ with dimension R×C. Require the extraction of a sequence D consisting
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of embedded bits and the restoration of an exact image X. The procedure of extracting
and restoring is done step by step as follows:

Step 1: Divide X ′ and X ′′ into K non-overlapping chunks bX ′
k and bX ′′

k of size r × c
(as in Subsection 3.3) with k = 1, . . . , K, where K =

⌊
R
r

⌋
×

⌊
c
c

⌋
. Set k = 1.

Step 2: Compute the minimum and maximum values of the pixels in blocks bX ′
k and

bX ′′
k :
min′

k = min (bX ′
k) ,max′k = max (bX ′

k)
min′′

k = min (bX ′′
k ) ,max′′k = max (bX ′′

k ).
If min′

k = min′′
k = 0 or max′k = max′′k = 255, go to Step 3. In the opposite case, go to

Step 4.
Step 3: No bit is extracted, define an original pixel block bXk by the formula: bXk =

bX ′
k.
Go to Step 5.
Step 4: Extract 4 to 8 bits from bX ′

k and bX ′′
k and restore an original pixel block bXk

according to the algorithm presented in subsection 3.2 (formulas (3-4)).
Step 5: Classify into three cases to consider:
1.The value of k is equal to K,
2.The extracting of enough data bits is completed,
3.Another case.
In case 1, go to Step 6.
In case 2, copy the remaining stego blocks into the respective original blocks: bXt = bX ′

t,
with t = k + 1, . . . , K. Then go to Step 6

In case 3, increase k by one: k = k + 1, and go back to Step 2.
Step 6: Restore the original image X consisting of blocks bXk with = 1, . . . , K. The

sequence D of embedded data bits can be obtained by concatenating the extracted bits.

4. Experiment and discussion. This part conducts experiments and discussions to
compare the suggested method with other contemporary approaches. Experiments were
performed on a set of 12 standard 512× 512 grayscale images from the database
https://ccia.ugr.es/cvg/ (Fig. 2) to assess the suggested method in relation to the existing
methods of Li et al. [17], Peng et al. [22], Ou et al. [21], Li et al. [23], Sao et al. [24],
Kumar et al. [29], Nguyen et al. [32], Niu et al. [43], Lu et al. [38], Kim et al. [40] and
Chen et al. [41]. The software applications are written utilizing the Matlab platform and
subsequently performed on the Lenovo IdeaPad S410p computer.

4.1. A comparative analysis of the suggested approach and methods using
PVO.

4.1.1. Comparative analysis of embedding the capacity. First, compare the proposed method
with the method of Niu et al. and PV O-based methods to see the advantages of using
PV O in two images compared to using PV O in one image. Table 9 presents the embed-
ding capacity of all compared methods. Dividing the last row of this table by 512× 512
gives the result that the average number of embedded bits per pixel (bpp) of PV O-based
methods in an image: [17], [22], [21], [23], [24], [29], [32] is 0.128, 0.173, 0.164, 0.175,
0.193, 0.260, 0.286, respectively. Meanwhile, this ratio is 0.865 and 1.432 for PV O-based
methods in two images: method [43] and the proposed method. Additionally, this finding
demonstrates that the suggested method has a higher embedding capacity compared to
alternative methods. The embedding capacity of the suggested technique rises by 11.160,
8.297, 8.728, 8.199, 7.435, 5.512, 5.001, and 1.655 times, respectively, when compared to
[17], [22], [21], [23], [24], [29], [32] and [43].

https://ccia.ugr.es/cvg/
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(a) Airplane (b) Barbara (c) Couple (d) Boat

(e) Lena (f) Pepper (g) Goldhill (h) Cabeza

(i) Cameraman (j) Blob (k) Car (l) Tiffany

Figure 2. Experimental images

Table 9. Embedding capacity comparison between methods based on
PV O

Image [17] [22] [21] [23] [24] [29] [32] [43] Propose
Airplane 38454 53055 51505 56305 61566 79582 88526 231408 372210
Barbara 29490 48066 40202 41008 51775 72116 65065 226869 372338
Couple 21599 29950 25127 26868 28044 45001 54215 216957 382643
Boat 27392 35159 32783 33321 37044 52810 57069 220585 381972
Lena 32108 38713 38951 384141 459709 58069 73345 223482 381121
Pepper 28093 30886 32422 34853 35023 46292 58015 218736 386252
Goldhill 25955 28662 29918 31210 32183 42993 52871 217013 387481
Cabeza 54263 71946 73416 79198 81389 107951 121482 244549 362416

Cameraman 43458 71097 63378 69771 79650 106612 104444 240561 358931
Blob 41495 53326 52773 56473 61386 79989 90400 232693 372650
Car 31378 47327 41594 44644 56457 70990 77183 227166 373529

Tiffany 29995 34776 34091 34418 38684 54966 58260 222245 373664
Average 33640 45247 43013 45791 50493 68114 75073 226855 375434

4.1.2. Comparison of Stego image quality. The comparison of stego image quality between
methods with embedded bit string lengths of 10000, 20000 and 30000 bits is presented in
Table 10.
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Table 10. Comparison of PSNR between methods

Payload [17] [22] [21] [23] [24] [29] [32] [43] Proposed
10000 58.588 58.965 57.708 53.313 55.497 55.268 55.955 68.222 68.984
20000 55.272 55.604 54.421 0.962 53.018 52.092 52.770 65.220 65.993
30000 54.891 54.07 53.007 49.706 51.727 50.024 50.74 63.488 64.24

Table 11. Comparing the value of PSNR between dual-image methods

Payload Kim [40] Chen [41] Lu [38] Niu [43] Proposed
100000 47.291 50.875 58.329 58.367 59.038
200000 43.431 48.133 55.309 55.415 56.043
300000 40.719 46.369 53.564 54.289

The PSNR values in Table 10 are the average values obtained from the 12 standard
test images in Fig. 1. For the approach [43] and the suggested approach, the value of
PSNR refers to the mean of the PSNR values obtained from two stego images.

In the case of the embedded data size of 10000 bits, the mean PSNR of the pro-
posed method is higher than that of traditional PV O-based methods [17], [22], [21],
[23], [24], [29] and [32] are approximately 10.396, 10.019, 11.276, 15.671, 13.487, 13.716
and 13.029(dB). Compared with the method of Niu et al., the peak signal-to-noise ra-
tio PSNR of the suggested approach exceeds 0.762dB. When the embedded data size
is 20000 bits, these values will be slightly larger. Specifically, the mean PSNR of the
proposed method is higher than that of the traditional PV O - based methods by about
10.721, 10.389, 11.572, 15.031, 12.975, 13.901, 13.223(dB) and is greater than the method
of Niu et al. 0.773dB. In the case of an embedded data size of 30000 bits, these values
are 9.349, 10.170, 11.233, 14.534, 2.5130, 14.216, 13.500 and 0.752, respectively.

The reason that PV O methods on two images have higher PSNR values than tradi-
tional PV O methods can be explained as follows. To embed the same number of bits, the
previous methods modify two images simultaneously, while the methods below modify
only one image. Therefore, the image distortion of PV O methods on two images will be
less than that of traditional PV O methods.

4.2. Evaluating the suggested approach and dual-image methodologies. The
block size used for the approaches of Kim et al., Niu et al., and the proposed method is
2×2. The value of the threshold k in the method of Lu et al. is equal to 2. The suggested
method is evaluated in comparison to the approach offered by Niu et al. [43] as well as
other dual-image reversible data-hiding approaches proposed by Kim et al. [40], Chen et
al. [41], and Lu et al. [38]. The comparison results are presented in Table 11 and Fig. 3.
The PSNR values in Table 11 are calculated as follows. The PSNR values in Table 11
are calculated as follows. First, calculate the average PSNR value of the stego images in
the 12 standard test images. Then, PSNR is the average value of PRSN values of the
two stego images.

It should be noted that the embedding capacity of the approach proposed by Niu et al.
is below 300000 bits, so the lowest cell of Niu [43] is empty. From Table 11 and Fig. 3, it
can be inferred that the stego image quality of the proposed method is superior to other
methods, including the method of Niu et al.

4.3. Analyzing the stego image quality of the dual-image methods. Suppose,
after embedding data into pixel x, will receive stego pixels x′ and x′′. To determine the
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Figure 3. PSNR comparison of the proposed method with dual-image
RDH methods

degree of distortion of an image, it is necessary to evaluate the average value of (x− x′)2

and (x− x′′)2, denoted by RM
(
(x− x′)2

)
and RM

(
(x− x′′)2

)
, when embedding a bit in

x.
In the method of Chen et al. [41], for embedding about 3 bits in a pixel x ∈ [5, 251], a

stego pixel x′ or x′′ is selected in the segment [x − 5, x − 1] or [x, x + 4], so the value of
(x− x′)2 and (x− x′′)2 can be equal to 25. So this method has a large image distortion.

In the method of Kim et al. [40], the values of (x− x′)2 and (x− x′′)2 can be reached
642, so the stego image quality of this method is lower than that of Chen et al.’s method

In the method of Niu et al. [43], the absolute values of (x− x′) and (x− x′′) are almost
less than or equal to 1, only equal to 2 in very rare cases. Especially, in the method of Lu
et al. [38] and the proposed method, this absolute value is one at most. So the PSNR
value of these three methods is significantly higher than the two methods above.

The estimation of the degree of image distortion in the latter three methods is performed
below.

4.3.1. Consider Lu et al.’s approach with a threshold condition of k = 2. Estimating the
PSNR in subsections 4.3.1, 4.3.2 and 4.3.3 is based on the assumption that embedded
bits follow the uniform distribution.

The method of Lu et al. embeds data into each pixel separately and follows the same
embedding rules. Therefore, one will evaluate the distortion degree of a pixel after em-
bedding.

When the value of threshold k is 2, the method of Lu et al. will embed two bits b1, b2 in
each pixel x as follows. Convert b1, b2 into a decimal number d with 0 ≤ d ≤ 3. Compute

d̄ = d− 2, u =
⌊
d̄
2

⌋
, v =

⌈
d̄
2

⌉
. Finally, The formulas that define stego pixels x′ and x′′ are

as follows: x′ = x+ u, and x′′ = x− v (see Table 12).
Since the value of d is uniformly distributed from 0 to 3, from Table 12, the mean

value of (x− x′)2 can be evaluated as follows: M
(
(x− x′)2

)
= 2

4
= 1

2
. According to Lu
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Table 12. Computing x′ and x′′ in Lu et al.’s method

Case b1, b2 d d u v x′ x′′

1 00 0 -2 -1 -1 x− 1 x+ 1
2 01 1 -1 -1 0 x− 1 x
3 10 2 0 0 0 x x
4 11 3 1 0 1 x x− 1

et al.’s method, the number of embedded bits in x is 2, resulting in a ratio per bit of
M

(
(x− x′)2

)
are equal to RM (x, x′) = 1

2
: 2 = 1

4
= 0.25. This has a meaning that if

embedding one bit in a pixel x, the average value of M
(
(x− x′)2

)
is 0.25. Similarly, it

follows that

RM (x, x′′) = RM (x, x′) = 0.25. (5)

4.3.2. Analyzing the approach proposed by Niu et al. The method of Niu et al. classifies
the pixel blocks into four types corresponding to the four tables 1 to 4. Embedding data
into blocks of the same type is done according to the same rules. Therefore, one will
evaluate the distortion degree of each block in a type after embedding.

First, consider the embedding rules according to Table 1 (dmax ≤ 1). Since the embed-
ded bit sequence follows a uniform distribution, the probability of case 1 is 0.5, and the

probability of cases from 2 to 5 (in Table 1) is 1/8. Then the mean value of
(
xσ(n) − x′

σ(n)

)2

is equal: M
((
xσ(n)− x′

σ(n)

)2
)

= 1
8
× 5. In this case, two bits can be embedded, so

RM
(
xσ(n), x

′
σ(n)

)
=

1

8
× 5 : 2 =

5

16
= 0.313, if dmax ≤ 1

Using the same arguments from Table 2, infer that:

RM
(
xσ(n), x

′
σ(n)

)
= 1

4
: 3
2
= 0.167, if dmax ≥ 2.

By computing over 12 test images, the number of blocks with dmax ≤ 1 is 30581 and
the number of blocks with dmax ≥ 2 is 34955. From this, it follows that

RM
(
xσ(n), x

′
σ(n)

)
= 30581×0.313+34955×0.17

30581+34955
= 0.235

Similarly, have

RM
(
xσ(n), x

′
σ(n)

)
= RM

(
xσ(n), x

′′
σ(n)

)
= 0.235. (6)

Using Tables 3- 4 and the above arguments, deduce that

RM
(
xσ(1), x

′
σ(1)

)
= RM

(
xσ(1), x

′′
σ(1)

)
= 0.235. (7)

Comparing formulas (5) with formulas (6) and (7), it can be deduced that the level of
image distortion in the approach proposed by Niu et al. is comparatively lower than that
in the approach proposed by Lu et al.

4.3.3. Analyzing the proposed method. The proposed method classifies the pixel blocks
into four types corresponding to the four tables 5 to 8. Embedding data into blocks of the
same type is done according to the same rules. Therefore, one will evaluate the distortion
degree of each block in a type after embedding.
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First, consider the embedding rules according to Table 5
(
dmax = xσ(n−1)−xσ(n) = 0

)
.

Since the embedded bit sequence follows a uniform distribution, the probabilities of the
occurrence of the subsequences 000, 001, 010, 011, 100, 101, 110, 111 are equal. Therefore
the probabilities of cases 1, 2, 3, 4, and 5 (in Table 5) are 1

4
, 1
4
, 1
8
, 1
4
and 1

8
. So

M

((
xσ(n−1) − x′

σ(n−1)

)2

+
(
xσ(n) − x′

σ(n)

)2
)

= 1
4
× 1 + 1

8
× 2 = 1

2
.

Where M(Z) denotes the average value of Z. Because in this case,
(
2 + 1

8

)
bits can be

embedded, so

RM
((

xσ(n−1) − x′
σ(n−1)

)2
+
(
xσ(n) − x′

σ(n)

)2)
=

1

2
:

(
2 +

1

8

)
=

4

17
= 0.235, if dmax = 0

Similarly, from Table 6 it can be inferred

RM
((

xσ(n−1) − x′
σ(n−1)

)2
+
(
xσ(n) − x′

σ(n)

)2)
=

5

8
:

(
3 +

1

16

)
=

10

49
= 0.204, if dmax > 0

Statistics from 12 test images show that the number of blocks with dmax = 0 is 13557,
and the number of blocks with dmax > 0 is 51979, so we have

RM
((

xσ(n−1) − x′
σ(n−1)

)2
+
(
xσ(n) − x′

σ(n)

)2)
=

13557× 0.235 + 51979× 0.204

13557 + 0.204
= 0.2104.

(8)

By similar reasoning, it is deduced that

RM

((
xσ(n−1) − x′

σ(n−1)

)2

+
(
xσ(n) − x′

σ(n)

)2
)

=

RM

((
xσ(n−1) − x′′

σ(n−1)

)2

+
(
xσ(n) − x′′

σ(n)

)2
)

= 0.2104.
(9)

Based on formulas (5-9), it can be deduced that the suggested approach exhibits a
reduced level of image distortion compared to the techniques presented by Lu et al. and
Niu et al. In other words, the PSNR value of the proposed method is higher than that
of these two methods. This conclusion is completely consistent with the results presented
in Table 11.

5. Conclusion. In this paper, we propose a PV O-based RDH method in two images.
The initial image is partitioned into distinct blocks that do not overlap, with each block
containing a minimum of four pixels. Each block’s pixels are transformed into a sequence
of pixels and subsequently arranged in ascending order. Two stego blocks are formed
by concurrently embedding four to eight bits in the second-largest and largest pixels, as
well as in the second-smallest and smallest pixels. During the process of embedding, the
maximum alteration made to each pixel is one unit. Hence, in contrast to the approach
employed by Niu et al. and other conventional PV O-based techniques, the suggested
method exhibits superior embedding capacity and enhanced stego image quality. In com-
parison to the approach employed by Niu et al., the method described in this study
exhibits a significantly greater embedding capacity of over 1.65 times and a PSNR value
that is 0.72dB higher throughout all conducted tests. Furthermore, both empirical find-
ings and theoretical examination indicate that the PSNR (Peak Signal-to-Noise Ratio)
of the suggested approach surpasses that of certain existing dual-image techniques.
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