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ABSTRACT. The effectiveness of adding whole-body vibration information to audio-visual
content has been demonstrated. However, current content generally consists only of
audio-visual information and does not include whole-body vibrations. Therefore, it is
necessary to establish a method for generating effective vibration information. In our
previous study, we showed that some characteristics related to the amplitude of the vibra-
tion have a greater impact on perceived reality of multimodal content than those related
to the frequency of the vibration. Therefore, in this study, we focused on the amplitude of
whole-body vibration and investigated the relationship between the optimal amplitude of
whole-body vibration and audio-visual information provided by the content. The results
suggest that a multiple regression model using acoustic features can explain the optimal
vibration amplitude.

Keywords: Multimodal information, Whole-body vibration,Synthesis of vibration, Acous-
tic features, Visual features

1. Introduction. Recently, people have gained access to various audio-visual content in
daily life, and have obtained several experiences accordingly. To enrich such experiences,
various studies have been conducted on the relationship between audio-visual information
and perceived reality[1-3]. Furthermore, recent advances in information technology have
made it possible to experience content with various types of sensory information, such
as touch, smell, taste, and vibration. As multisensory information may generate more
realistic experiences than audio-visual information alone, the relationship between mul-
tisensory information and perceived reality should be examined. Among the numerous
types of sensory information, whole-body vibration, which vibrates the entire body, is
closely related to perceived reality[4]. For example, the addition of whole-body vibra-
tion information increases the sense of presence and verisimilitude[5][6]. The addition of
whole-body vibration information also improves the quality of the concert experience|7].
Furthermore, a recent study showed that the presence of whole-body vibration informa-
tion reduces motion sickness in VR experiences[8]. Motion sickness is known to negatively
affect the sense of presence[9]. Therefore, these studies indicate that whole-body vibration
is essential for enhancing the perceived reality of multimodal content.
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However, current content generally consists only of audio-visual information and does
not include whole-body vibrations. Therefore, to use whole-body vibration information
more easily, it is necessary to somehow generate vibration information from audio-visual
information. For example, as a method for generating vibration from audio information,
a low-pass filtered sound was regarded as a time wave of the vibration and provided to
the users[7][10]. A method to generate vibration from visual information has also been
proposed[11]. In this method, camera motion in first-person content is regarded as the
motion of a user. According to this idea, the velocity of the camera’s shaking from a first-
person perspective is converted into the vibration amplitude. These studies have shown
that the quality of the experience induced by the content can be improved by adding the
generated vibrations.

Although methods for generating effective vibrations from sensory information have
been proposed, the proposed methods need “additional information” to generate effective
vibration. When the method is applied, optimal amplitude of the vibration cannot be
decided without using the users’ preferences. To determine the amplitude of the vibration
by using the method, the vibration which is actually recorded in the environment of the
content is required. However, the recorded vibration obviously cannot be obtained in every
content. The method[11] can be only applied to content having camera motion with a
first-person perspective. In addition, as these papers generate vibration from either audio
or visual information, they cannot generate vibration for content that does not contain
that sensory information. To handle vibration information more easily, it is important
to construct a generation method that can be applied to any audio-visual content, which
includes “audio-only” or “visual-only” content, without requiring any other information.

In this study, we propose a novel method to generate vibration in any of audio-visual
contents. In the method, only audio-visual information in the contents is used with-
out requiring additional restriction. To do this, we examined how acoustic and visual
features can explain the optimal vibration amplitude. In the experiment, observers
watched /listened to a wide variety of audio-visual content. During this experiment,
they adjusted the vibration amplitude to what they felt was appropriate. To clarify
the relationship between presented sensory information and vibration amplitude, three
experimental conditions were prepared regarding audio-visual information presented with
vibration: an audio-only presentation; a visual-only presentation; and an audio-visual
presentation. The audio and visual-only presentations were included to consider not only
contribution of acoustic and visual features but also possible mutual interaction between
acoustic and visual features in determining the optimal vibration level.

2. Methods.

2.1. Contents. To prepare a variety of content, we selected audio-visual contents (videos)
from the video-sharing site “Vimeo[12]”. We selected the contents used as the stimuli of
the experiment according to the following processes. First, from the 91 categories and
subcategories provided by Vimeo, similar categories were summarized and reclassified into
six categories: “Animation,” “Life,” “Sports,” “Performance,” “Machine operation,” and
“Talk.” Next, two to six kinds of contents in each classified category were selected in
order of views for each classified category according to the following criteria:

e Indicates a Creative Commons license[13] (Attribution, ShareAlike and Non-commercial)
e There are only ambient sounds in the location where the video was made.
e Videos are less than a minute long.

As a result, 20 contents were selected in total. The selected contents are presented in
Table 1.
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2.2. Stimuli. The 20 selected contents were processed and controlled as follows. The
visual signal was re-encoded to a resolution of 1920 x 1080 pixels and a frame rate of
30 fps. The sampling frequency and quantization bit rate of the audio signal were set
to 48 kHz and 16 bits, respectively. As the actual sound volume in the environment in
which the contents were recorded was unknown, all contents were controlled to have the
same sound pressure level. The total time length of the 20 contents were varied, and
some of them had non-stationary sound information. Therefore, the sound pressure level
was controlled using a statistical measure, percentile A-weighted sound pressure level
(La2o = 75[dB]). For vibration information, we applied a method called vibration from
low-frequency audio (ViLA), which was proposed in our previous study [10], to virtually
generate vibration from the sound signals of the content. In this method, a low-pass
filter with a cut-off frequency of 70 Hz was applied to the audio signal of each content
after monophonic conversion[10]. The International Organization for Standardization
(ISO) standard for human vibration perception, ISO 2631-1:1997 “Mechanical vibration
and shock -Evaluation of human exposure to whole-body vibration. Part 1: General
requirements,” was considered as the reason for selecting 70 Hz as the low-pass filter[14].
The signal was regarded as the vibration amplitude waveform, and the percentile vibration
levels of each content were adjusted to the same level (Lago = 60[dB]). The sampling
frequency and quantization bit rate of the vibration signal were set at 8 kHz and 16 bits,
respectively.

2.3. Observers. 27 healthy adults with normal or corrected-normal vision and normal
hearing (22 males, 7 females, mean age = 22.4 years, SD = 2.2) participated in this
experiment.

2.4. Experimental Setup. Figure 1 shows the experimental setup. All experiments
were conducted in an audio-proof room. The observers were asked to stand on a motion
platform and watch the content. The visual stimulus was presented using a digital light
processing (DLP) projector (PDG-DHT100JL, SANYO Co. Ltd.) on a screen (Stewart
Audio Screen) set 2.5 m in front of the observer. The field of horizontal and vertical views
were 90° and 50°, respectively. The audio stimulus was presented via headphones (HDA-
200, Sennheiser Electronic), and the whole-body vibration stimulus was provided via the
motion platform (D-BOX Mastering Motion). Only one degree of freedom (1DOF) for
vibration (in the vertical direction) was utilized during the experiment. A throttle-lever
controller (Throttle Quadrant, SAITEK) was attached to the dominant hand side (right
hand: 25, left hand: 2) of the observers. The controller moves smoothly only in the
vertical direction and can be kept stationary. The data acquisition sampling rate was 10
Hz. The movable range was 0 - 90°, and the angle resolution was 0.2°.

TABLE 1. Obtained contents

Categories Title expressing content

Animation (4 kinds) Robot actions, Gunfights, Object rotations, River current

I 'f ( . ) S(]lll'lrel movemen 5 BaHOOll au Ch, VVaVe, IAigh 1 i g,

Performance (3 Kinds) Hand games with sticks, Drumming, Dancing
Sports (3 Kinds) Skateboarding, Paramotoring, Futsal
Machine operation (2 kinds) Printer operation, Pythagoras device

Talk (2 kinds) Speech (male), Speech (female)
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FiGURE 1. Experimental Setup

2.5. Experimental Procedure. Three conditions (Audio & Visual, Audio-only, Visual-
only) were prepared in this experiment. In the Audio-only or Visual-only conditions, ex-
perimental stimuli were presented with only audio information or visual information. In
the Audio & Visual condition, experimental stimuli were presented with both audio and
visual information. Each observer experienced all content once in only one of the three
conditions. The experimental conditions assigned to the content were counterbalanced
so that all contents were experienced the same number of times in all conditions. Con-
sequently, experimental data from each content was obtained for nine individuals under
each experimental condition.

The experimental flow was as follows: first, a crossed gazing point was displayed on the
screen in front of the observer. After the gazing point disappeared, one of the contents
was presented. During the presentation, the observers were asked to adjust the vibration
amplitude in real-time to “that which they felt appropriate for the content (scene)” by
operating a lever in their hand. Temporal changes in the adjusted vibration amplitude
were recorded. At the end of the content playback, the observers could choose “proceed
to the next content” or “adjust again”. The observers could repeat the adjustment until
satisfied. If the user selected “adjust again,” the vibration adjusted in the previous
trial was presented as the reference vibration. The experiment resulted in an average of
3.9 £ 1.46 adjustments per one content.

2.6. Relationship between the adjusted angle and the presented vibration am-
plitude. The increase in the vibration level R,(¢)[dB], which varies with the lever ad-
justment, can be described as follows:

R, (1) = Ry_1(1) +d (1)
Ro(1) =0 (2)

where 7 is the time [s], n is the number of trials, and R, is 0 < R, (¢) < 40 due to constraints
in the hardware used to reproduce the vibration. d is the amount of change [dB] adjusted
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F1GURE 2. Correlation coefficients between each experimental condition for
the temporal change of the calculated optimal vibration level of each content

TABLE 2. Correlation coefficients of the optimal overall vibration levels for
each of the three combinations

Dependent variable - explanatory variable A&V - AO A&V -VO AO-VO
Correlation coefficients 0.88 0.81 0.77

by the lever. At the beginning, the lever was set at the position of 45°, which corresponded
to d = 0. When the lever is adjusted upward, d increases, and vice versa. The degree
of the lever and vibration amplitude range can be varied to allow for precise vibration
adjustments after each adjustment. For the first and second adjustments, +1 dB/degree
was set; for the third and fourth adjustments, +0.5 dB/degree was set; and for the fifth
and subsequent adjustments, +0.25 dB/degree was set. Note that when R,(¢) fell below
zero due to lever adjustments, an R,(t) = 0 value was set. The experimental results
showed that optimal vibration level was adjusted to R,(f) = 40 with an upper limit of
2.6% in all trials.

3. Results.

3.1. Overall tendencies of the obtained optimal vibration level in the three
conditions. The overall tendencies in vibration levels obtained by experiment (hereafter
referred to as “optimal vibration levels”) for Audio & Visual (A&V), Audio-Only (AO),
and Visual-Only (VO) were analyzed using two approaches: temporal level change and
overall level.

First, we analyzed the effect of the experimental conditions on the temporal level change
of the optimal vibration level for each content using three combinations: 1. AV - AO;
2. AV - VO; and 3. AO - VO. The temporal level change of the optimal vibration level
for each of the nine observers was firstly calculated every 0.1 s. Then, the data for
every 0.1 s obtained from the nine observers was averaged. For all three combinations
of the experimental conditions, correlation coefficients were obtained for the temporal
level changes of the optimal vibration level. This process was performed for the vibration
level of each content, separately. The obtained correlation coefficients are summarized in
Fig. 2 with a box plot. These results indicate that the temporal variation of the optimal
vibration level among all experimental conditions is similar.

Next, we analyzed the effect of the experimental conditions on the tendency of the
overall optimal vibration level for each content. The overall optimal vibration level for
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FiGUrRE 3. Comparison of the optimal overall vibration levels for each of
the three combinations

each content was obtained by averaging the temporal level change of the optimal vibra-
tion level of each content across the time length. Scatter plots were then drawn for all
combinations of the experimental conditions using the overall optimal vibration level of
the 20 contents (Fig. 3). A regression analysis was performed for each combination of
the experimental conditions to examine the differences between the three regarding the
tendency of the overall optimal vibration level for each content. The regression lines re-
sulting from the regression analysis are shown in Fig. 3, and the correlation coefficients
for each experimental condition are shown in Table 2. These results indicate that the
overall optimal vibration levels for each content among each experimental condition have
a similar tendency. These results are almost the same as the analysis of the temporal
level change of the optimal vibration level.

3.2. The relationship between the results of each experimental condition and
audio-visual information. Analysis of the overall tendency of the optimal vibration
levels showed a relationship between the three experimental conditions. If the optimal
vibration level can be estimated from the audio-visual information, it will be possible to
add effective vibration to any audio-visual content. Therefore, we conducted a multiple
regression analysis of the temporal level change of the optimal vibration levels obtained
from the experiment in section 3.1. As already mentioned in section 3.1, the temporal
level changes of the optimal vibration level examined were obtained for each experimental
condition and for each content every 0.1s. For each of the optimal vibration levels obtained
at 0.1s, multiple regression analysis was performed using the acoustic and visual features
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TABLE 3. Correlation coefficients for each explanatory variable combina-
tion used in the multiple regression analysis in the AO condition

Roughness Sharpness MFCC (1st) MFCC (2nd) ViILA

Loudness 0.073 -0.040 0.010 -0.087 0.30
Roughness - -0.042 0.010 -0.046 0.14
Sharpness - - -0.88 -0.29 -0.26

MFCC (1st) - - - 0.094 0.28
MFCC (2nd) - - - - -0.013

at that point. Multiple regression analysis was performed for each experimental condition.
In the analysis, we include the vibration level of ViLLA as an explanatory variable because
the ViLA used in this experiment as the pre-adjustment vibration was also considered to
affect the optimal vibration level.

For acoustic features, three representative psychometric quantities (loudness[15], roughness[16],
and sharpness[17]), and two parameters related to speech sound, the primary and sec-
ondary Mel-frequency spectrum coefficients (MFCC), were used. The correlation coef-
ficients between each explanatory variable are shown in Table 3. The variable inflation
factor (VIF) for each explanatory variable was less than 10. This means that there was
no multicollinearity effect.

For visual features, three features were used: the ratio of salient objects occupying
the screen[18], the sum of the magnitude of the optical flow within salient objects, and
the magnitude variance of the optical flow in all pixels. The features for salient objects
were selected based on the assumption that the motion and size of the salient objects that
attract people’s attention affect the optimal vibration level. The variance of the magnitude
of the optical flow in all pixels was also selected with the expectation that it would be
related to the object’s motion. The score of these variances is small when there is no
motion on the screen or when the entire screen is shaking in the same direction. However,
the variance score is large when individual objects on the screen show some movement. For
the optical flow acquisition method, we used the Farneback method, a one type of gradient
method, that can obtain the optical flow from all pixels[19]. The luminance value of a
pixel and its surroundings in each frame is approximated by a polynomial equation, and
the amount of movement is estimated by comparing the polynomial equation between
each frame. By doing this for each pixel, optical flow can be obtained for all pixels.
However, in some contents, there were some situations where optical flow could not be
calculated. In these situations, the surface of objects did not have stable surface features
(e.g., water or lightning). This means that these situations do not satisfy the properties
assumed by the gradient method, such as luminance invariance and motion constancy in
the neighboring region[20]. As the results, following four contents are excluded from the
analysis: two contents in the animation category, “River current” and “Object rotation,”
and two contents in the life category, “Waves” and “Lightning.” Therefore, in the analysis
of the VO and A&V conditions, only 16 of the 20 contents were used. However, since the
AO condition is not related to the problem of acquiring visual features, the analysis
was conducted on all 20 contents. The correlation coefficients between each explanatory
variable are shown in Table 4. The variable inflation factor (VIF) for each explanatory
variable was less than 10. This means that there was no multicollinearity effect.

The results of the multiple regression analysis are shown in Table 5, which shows that
the coefficient of determination is greater than 0.6 for all experimental conditions. Table 5
also shows that all explanatory variables except for the first-order MFCC were significant
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TABLE 4. Correlation coefficients for each explanatory variable combina-
tion used in the multiple regression analysis in the VO condition

Sum of magnitude Variance of magnitude
of the optical flow of the optical flow ViLA
within salient objects in whole pixels
Ratio of salient object
atio of salient objects 0.49 0.011 0.90

in the screen

Sum of magnitude
of the optical flow - 0.57 0.31
within salient objects

Variance of magnitude
of the optical flow - - 0.35
in whole pixels

TABLE 5. Results of the multiple regression analysis for each condition
with optimal vibration levels as the dependent variable

AO VO A&V

. Standard partial Standard partial Standard partial
Explanatory variables . . . . . .
regression coefficient regression coefficient regression coefficient

Loudness 0.23%* - 0.21%*

Roughness 0.081* - 0.093*

Sharpness -0.19* - -0.24%*
MFCC (1st) 0.015 - 20.085*
MFCC (2nd) 0.28* _ 0.21*

Ratio of salient object
atio o .sa lent objects ) 0.16* -0.057*
occupying the screen

Sum of magnitude
of the optical flow - 0.18%* 0.13*
within salient objects

Variance of magnitude

of the optical flow - 0.20* 0.026*
in all pixels
ViLA 0.66* 0.62* 0.60%*
Adjusted determination " « «
. 9 0.68 0.63 0.65
coefficient : R
x:p <.05 n = 7009 n = 5697 n = 5697

in the AO condition (p < .05), and all explanatory variables were significant in the VO
and A&V conditions (p < .05). In the A&V condition, the trend of the standard partial
regression coefficients for each explanatory variable is similar to those in the AO condition.
However, the standard partial regression coefficients of the visual features in the A&V
condition, especially the variance of magnitude of the optical flow in all pixels, are lower
than those in the VO condition.
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TABLE 6. AIC for each regression model

Acoustic features
Acoustic features Visual features

&Visual .features GVILA GVILA only ViLA

& ViLA
AO - 1.15x104 - 1.37x10%
VO - - 1.03x10% 1.16x10%
A&V 0.97x10% 0.99x10* 1.10x10% 1.12x10%

3.3. Prediction accuracy comparisson for each model. To analyse the improve-
ment in the prediction accuracy by introducing acoustic and visual features, Akaike’s
information criterion (AIC), an index with high prediction accuracy, was calculated for
the multiple regression equation in Table 5 and for the single regression equation with
ViLA-only in Table 6. The AIC was also calculated for the models using each feature
together with ViLA to consider the respective effects obtained by introducing acoustic
and visual features in the A&V condition. Table 6 shows that the models using acoustic
and visual features with ViLA have the lowest AIC in the A&V condition. In addition,
the AIC of the model using acoustic features with ViLA is lower than that of the model
using visual features with ViLA in the A&V condition. The AIC is a relative index,
with lower values indicating higher predictive accuracy. Therefore, it was shown that the
accuracy of prediction could be improved by introducing acoustic and visual features in
addition to ViLA in the A&V condition and that the contribution of acoustic features to
the accuracy of prediction is larger than the contribution of the visual features.

For a more practical evaluation, the root-mean-square error (RMSE) of the estimated
optimal vibration level is used to evaluate the improvement in accuracy by introducing
acoustic and visual features. The RMSE was calculated for each content between the
optimal vibration level estimated by the models shown in Table 6 and the temporal level
change of the optimal vibration level (Section 3.1). Figure 4 shows the RMSEs obtained
for the 20 contents with a box-plot. Figure 4 shows that the variance of the RMSE for the
20 contents is smaller, especially in the AV condition. However, the RMSE of the multiple
regression equation is almost the same as that of the ViLA single regression model for
most contents.

4. Discussion. In this study, to examine the method of determining the optimal vi-
bration level, we conducted an experiment in which observers were asked to adjust the
optimal vibration levels for audio-visual content. The relationship between the optimal
vibration level and audio-visual information was analyzed using multiple regression anal-
ysis, suggesting that observers adjusted the optimal vibration levels using several acoustic
and visual features.

First, we discuss how acoustic features affect the optimal vibration levels. In the AO
and A&V conditions, the two explanatory variables with large positive standard partial
regression coefficients were loudness and ViLA. The ViLA used as the pre-adjustment
vibration in this experiment was generated by applying a low-pass filter to the sound. This
means that temporal changes in vibration levels would be closely correlated to temporal
changes in the low-frequency band level of the sound. Therefore, the positive values of
these two standard partial regression coefficients suggests that the observers regarded the
amplitude related with the sound amplitude as optimal. Generally, there are multiple
cases in everyday life where loud sounds are generated when large vibrations occur, due
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to colliding objects, etc. Therefore, in our experiments, loud sounds might have caused
the observers to expect larger vibrations.

Acoustic features such as sharpness and low-order MFCC negatively influenced the op-
timal vibration levels. Sharpness corresponds to a higher sound pitch. The fact that this
feature has a negative partial regression coefficient could explain the tendency of an ob-
server to adjust the vibration to a smaller level when the sound has a solid high-frequency
component. The “heaviness of sound” is related to the low frequency of sound[21], and
therefore, observers might adjust their vibration to a greater degree by feeling the power
from the low frequency of the sound. Another reason could be that low sounds are often
perceived as vibrations in everyday life, and this experience may have caused the observers
to expect vibrations for low-frequency sounds. MFCC is a feature that is strongly related
to voice [22]. There are very few situations in daily life in which floor vibrations occur
in conjunction with speech sound. Therefore, the observers may have concluded that the
vibration presentation for the voice was inappropriate. This decision may have resulted in
a lower optimal vibration level, and ultimately, a negative value for the standard partial
regression coefficient of MFCC, which indicates a voice-specific value.

Second, we discuss how visual features affect the optimal vibration levels. In the VO
and A&V conditions, the two visual features related to salient objects had opposite effects.
The ratio of salient objects occupying the screen negatively affected the optimal vibration
level, and the sum of the magnitudes of the optical flows within salient objects positively
affected the optimal vibration level. These results may be related to the fact that salient
objects do not necessarily include motion. For example, if a large building or statue is
shown on the screen, it is likely to be a prominent object, but no movement exists. This
suggests that whether or not the object is moving is an essential factor for the optimal
vibration level.

The variance in the magnitude of the optical flow in all pixels positively affected the
optimal vibration level. The effect was large for the VO condition and small for the A&V
condition. As this feature is related to the motion presented throughout the screen, it
is still possible that the motion of the object is strongly related to the optimal vibration
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level. A possible reason for the different influence of the variance of the magnitude of the
optical flow in all pixels in the two conditions could be whether or not audio information is
presented. Because object motion is often accompanied by sound, audio information could
provide the observer with events related to the motion present in the content. There is no
sound in the VO condition. Therefore, the observers searched the entire screen for events
related to motion, which could have resulted in a strong association with the magnitude
of the optical flow in all pixels. This observation is based on the comparison of the results
of the AV and VO conditions and we speculate that some mutual interaction effects may
exist between audio and visual information. Such mutual interaction between audio and
visual information would have occurred for the other features but we could not clearly
observe it. This point seems us an interesting future study topic to deepen our insight
how observers use audio-visual information to determine the optimal vibration level.

In terms of whether acoustic or visual features had more influence on the optimal
vibration level, Table 6 suggested that the influence of acoustic features on the optimal
vibration level of the AV conditions was greater than that of the visual features. This
reason may also be related to the fact that audio information conveys motion information
of events better than visual information (e.g., audio information can convey off-screen
motion information and motion information inside machine, etc). Due to these sound
characteristics, it is possible that the observer adjusted the optimal vibration level by
placing more emphasis on the audio information.

Next, we discuss how ViLLA, which was employed as an explanatory variable, influenced
the optimal vibration level. ViLA had a large standard partial regression coefficient in the
VO condition as well as in the AO and A&V conditions. It was somewhat surprising
that it had a high partial regression coefficient even in the VO condition, where no audio
information was presented. In general, audio and visual information is often synchronized,
so the observers may not have had any reason to be confused by the temporal amplitude
changes in ViLA. This consideration may also explain the relationship of the tendency
of optimal vibration levels between the AO and VO conditions. Although only one of
the sensory information is presented in the AO and VO conditions, the tendency of the
optimal vibration levels would be similar, due to the synchronization of audio and visual
information.

As shown in the previous section, the optimal vibration level can be estimated to some
extent by using features obtained from audiovisual information. However, Table 5 shows
that the coefficient of determination is around 0.6 for all experimental conditions, which
means that the optimal vibration levels obtained in the experiments are not perfectly es-
timated. Furthermore, as shown in Fig. 4, the difference between the estimated vibration
level using the multiple regression equation with acoustic and visual features and that us-
ing the single regression model withy ViLA is not very large. Inclusion of the information
related to the object types appearing in the content might be helpful. To confirm this
effect, we analyzed the relationship between the optimal vibration level calculated by the
multiple regression model and that obtained by the experiment for each of the reclassified
categories. Figure 5 shows the result of the analysis. One plot represents one content,
and the error bars represent the standard deviation of the optimal vibration level for each
content. In Fig. 5, there are category-specific biases in all experimental conditions. These
results suggest that, it would be necessary to build a model that includes the information
of object types to estimate the optimal vibration level accurately.

5. Future studies. This experiment made it possible to estimate the optimal vibration
level for any audio-visual content. The results also indicated that the influence of features
such as ViLA, loudness, and sharpness was particularly significant in determining the
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vibration amplitude under the A&V conditions. However, the influence of visual features
such as optical flow is also statistically significant. Therefore, it would be an interest-
ing future research topic to estimate the optimal level of the vibration amplitude more
accurately by adopting audio and visual information.

It is also important to investigate whether the optimal vibration level increases the
perceived reality. Previous studies have demonstrated that perceived reality significantly
depends on the amplitude of the vibration presented[5]; for example, the sense of presence
increases as the vibration amplitude increases, and the sense of verisimilitude peaks at a
certain vibration amplitude. In future studies, it is important to investigate the optimal
vibration level from the perspective of perceptual reality.

6. Conclusions. This study investigated the vibration level perceived as optimal for the
audio-visual content by the observers. The results suggest that both audio and visual
information determines the optimal amplitude of the vibration for audio-visual content.
Furthermore, we examined the relationship between the optimal vibration level and acous-
tic and visual features using multiple regression analysis. As a result, the optimal vibra-
tion level was explained in about 60% of the experimental results. The acoustic features
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that particularly contributed to determining the optimal vibration level were loudness,
sharpness, and second-order MFCC, while the visual feature was optical flow in salient
objects. This research suggests that the optimal vibration level can be estimated for any
type of content by extracting the acoustic and visual features.
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