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Abstract. The greatest challenge for content-based image retrieval (CBIR) systems is
reducing the semantic gap in image representation to increase retrieval accuracy. Many
CBIR methods use information from users to reduce the semantic gap such as relevance
feedback methods. However, the accuracy of image retrieval methods with relevance feed-
back has been limited because the sample set obtained from the feedback process is very
small and unbalanced. Recently, deep learning models based on graph neural networks
have known as a effective method and have achieved remarkable results. Among them,
graph convolutional networks (GCN) models have achieved high efficiency in classifica-
tion tasks with semi-supervised learning. To address these challenges of the image re-
trieval methods with relevance feedback, we propose a method using Graph Convolutional
Networks to improve accuracy of Image Retrieval with Relevance Feedback method called
GCN IRRF. Our proposed method: (1) taking advantage of user’s feedback; (2) auto-
matically adding training samples for SVM learning model through graph convolutional
neural networks; and (3) leverage the power of deep features in image retrieval. Extensive
experiment on the CIFAR100 dataset, Corel-1K dataset show that the accuracy of our
method is much better than conventional feedback methods.
Keywords: content-based image retrieval; graph convolutional networks; relevance feed-
back; SVM

1. Introduction. CBIR is the process of automatically retrieving images by extracting
low-level features as: texture, color, shape,... or high-level features as: number and activ-
ity of objects, content of event that represented in the image, or any other useful features
for retrieval taken from the image itself [1]. Some image retrieval methods combine both
image features and image description text for efficient retrieval [2]. The accuracy of CBIR
systems depends on the extraction/selection of features to compare the similarity between
the features of the query and the features in the database [1]. The biggest challenge of
CBIR is to reduce semantic gap in representing images according to their features. This
semantic gap often exists due to the discrepancy between the feature representation of
image and information perceived from image by the human vision system (HVS).
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There are many image complex feature extraction methods are but the retrieval re-
sults are only based on the similarity of features without any information about human
perception. This leads to the semantic gap problem as presented. To overcome this,
the relevance feedback method has been widely studied and applied to narrow the gap
between the low-level image features that machine learning can analyze and the high-
level perception ability of human vision [3]. In general, the relevance feedback process
is applied in many image retrieval systems to improve the query performance and user
satisfaction. Relevance feedback algorithms provide interaction between the CBIR system
and the user, allowing the user to give feedback on whether the returned results are rele-
vant to the query image or not. Based on these feedback results, the similarity measure is
updated to recalculate for the next retrieval result set. However, labeling large datasets
is difficult because users often cannot do it manually many times because labeling can
take a lot of time and effort, especially labels that require deep expertise. To overcome
this limitation, this study proposed a graph-based semi-supervised learning method to
automatically increase the number of labeled samples. Our experimental results are per-
formed on the CIFAR-100 dataset and Corel-1K dataset show that the effectiveness of our
proposed method is much better than previous relevance feedback-based image retrieval
method.

2. Related Work.

2.1. Image retrieval with SVM and relevance feedback. SVM is a machine learning
method for binary classification with many advantages such as using an overfitting mecha-
nism independent of the number of samples and their effectiveness with sparse data, SVM
is used in various fields as object detection, pattern recognition, computer vision,... In
computer vision field, many research works using and improving SVM for CBIR problem.
In [4], Dongping Tian et al. have comprehensively analyzed the application of SVM for
image retrieval. Pighetti et al. [5] combined multi-objective interactive genetic technique
and SVM to improve the accuracy of more accurate retrieval of less annotated images
by combining image features and user ratings. In [6], active learning SVM and particle
swarm optimization (PSO) model is proposed for CBIR, in which PSO uses or does not
use features to regularize auxiliary features and parameters in the SVM technique. In
addition, the SVM operation is used to actively select most of the image feautures to
minimize the results that are not relevant to the query image. In [7], Zhang et al. present
a novel CBIR method based on active learning SVM that combines selection model with
active learning to accelerate the convergence of the SVM classifier. Wang et al. [8] in-
troduce a novel CBIR using SVM-based active feedback with a set of single-class SVM
classifiers are separately pretrained, weight vectors of the sub SVM classifiers are dynam-
ically calculated. Wang et al. later also proposed another CBIR method with SVM [9]
using weighted kernel function and probabilistic feature . In [10], Truong-Giang Ngo et al.
proposed an SVM-based active learning method for CBIR with relevance feedback, which
significantly improved the retrieval accuracy, but the execution time of each iteration
was quite large. Related works mainly perform semi-supervised learning independently
on datasets with few labeled samples to predict labels for large numbers of unlabeled
samples or to perform data classification, no research work has taken advantage of the
performance of semi-supervised learning on graphs to supplement automatically training
data samples for SVM for image retrieval.

2.2. Graph-based semi-supervised learning. Semi-supervised learning (SSL) is a
machine learning method with great practical value because it is capable of exploiting
both labeled and unlabeled data samples.
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A group of effective SSL methods that work on complex non-linear data, which are
represented as graphs to infer label information of unlabeled vertices from other labeled
vertices of the graph, are called Graph-based Semi-supervised Learning (GSSL) methods.
GSSL methods have recently demonstrated their power and performance in many fields
due to their flexible data representation, popularity, and scalability to big data. Gong et
al. [11] proposed an SSL method based on Laplacian Deformable Graph (DGL) with the
corresponding DGL Label Prediction algorithm (LPDGL). Yang et al. in [12] proposed
a random walk-based GSSL method, called Planetoid, in which the representation of a
node in the training embedding space is used to predict the class label in a given graph. A
popular and effective GNN variant of the basic GNN was proposed by Kipf et al. [13] using
regularization techniques that aggregate information from neighboring nodes including
the node itself for semi-supervised learning to classify the node, called GCN, and then
a large number of GCN variants to improve SSL performance from various aspects were
introduced. Li et al. [14] reviewed in detail the achievements and limitations of GCN
for SSL tasks. Subsequently, studies extending GCN for SSL began to develop. Giang
et al. [15] explored GCN-based graph construction. Yang et al. [16] combined classical
graph regularization methods with GCN. Abu et al. [17] presented an N-GCN proposal
that combined random walks with GCN, followed by GIL [18] with similar ideas. Some
other studys on GCN extensions for semi-supervised learning can be found in [19, 20, 21,
22, 23, 24, 25, 26, 27].

Figure 1. Graph convolutional Networks diagram

2.3. Semi-supervised learning diagram on graph. Fundamentally, GCN is basically
a type of deep neural network specially designed to process graph-structured data, where
the information of a vertex depends not only on itself but also on its neighboring vertices
in the graph structure.

GCN is designed to combine the features of a vertex with its neighboring vertices to
learn a better feature representation. The input to a GCN is a graph constructed with
each vertex being a feature vector, two vertices are connected by an edge if there is some
relationship. Graph convolutional layers perform feature updates for each vertex by taking
the average (or weighted sum) of the features of itself and its neighboring vertices. The
output of the GCN is a graph whose features at each vertex have been updated by the
convolution process. At each layer, for each node, the information synthesis process is
performed in three steps: feature synthesis, linear transformation, and linear activation.
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We redraw the detailed general diagram of the semi-supervised learning GCN process on
the graph in Figure 1.

3. Proposed method.

3.1. General diagram of proposed method to improve accuracy of image re-
trieval with relevance feedback. As shown in Figure 2, we find that the accuracy of
image retrieval with relevant feedback using the SVM model (left green border frame)
improves as the SVM training process yields a good output model, which depends on the
number and balance of labeled samples in each feedback loop.

Figure 2. Overall architecture of the proposed method

The result of the feedback process is that the input to the SVM training process often
has a small number of labeled samples. Therefore, to automatically increase the labeled
samples for the input to the SVM training process, we add the right red border, using a
graph convolutional neural network to do semi-supervised learning on a dataset consisting
of samples labeled by the cumulative feedback process and unlabeled samples taken from
the image database. The input graph of the GCN is a graph with a small number of labeled
nodes and a large number of unlabeled nodes. The semi-supervised learning process on
the graph will predict new labels for the unlabeled nodes to be nodes with positive labels
’+’ or negative labels ’–’. Thus, the GCN will automatically supplement a large number
of labeled samples, this set of newly labeled samples can be used to train the SVM. We
will present the details of the two frames of the diagram in the following sections 3.2 and
section 3.3.

3.2. Updating the retrieval results with relevant feedback and active learning.
The left blue frame in Figure 2, we use the feature vectors extracted by a convolutional
neural network model (e.g. LeNet-5, AlexNet, VGGNet, GoogLeNe, ResNet, DenseNet...)
then we calculate the distance of the query feauture and the feautures in the database to
get the initial result, based on the initial result, the user feedback to indicate the results
related (same topic) to the query image is labeled positive (+).

The result images that are not related (not same topic) to the query image are labeled
negative (-). The set of features corresponding to the images that have been responded
with labels +, - will be used to train the SVM model. After training the SVM model,
the labeled samples based on the feedback are divided into two classes and a hyperplane:
f(x) = wx+b is determined, this hyperplane is used to update the retrieval results for the
next feedback loop. During the feedback process, we improve the active learning method
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from [16] to update the retrieval results from unlabeled images in the database, and this
updated result will be used in the next feedback loop. First, the active learning stage is
presented as follows. Let L = (x1, y1), . . . , (xp, yp) be the labeled data set (relevant or not
relevant) during the relevant feedback process; U = x(p+1), . . . , xn be the data set of the
remaining unlabeled data samples, where xj ∈ Rk represents the k-dimensional image
feature vector. Let S be the set of unlabeled data samples and rsk(f,S,L,U) is the risk
function or evaluation function, which depends on the classification model f . The goal is
to find the most useful set of unlabeled data samples S∗ such that the risk function has
the smallest value:

S∗ = argmin
S⊆U∧|S|=krsk(f,S,L,U) (1)

The SVM-based active learning method selects unlabeled data samples that are closest
to the decision boundary of the SVM model:

x∗ = argmin
x∈U |f(x)| (2)

In order to increase the retrieval accuracy after the SVM decision boundary is trained
based on the initial user feedback, in addition to considering the location of the data point
in the SVM classification space, we consider also considering the similarity between the
feature vectors of the query image and the images in the database because it is clear that
comparing the similarity directly in this way brings greater accuracy than the prediction
model. Therefore, in this paper, we combine the confidence level in the SVM and the
similarity between the vectors to create an evaluation function and thereby serve as a
criterion for selecting the data set S. Let DSj be the distance from data point xj to the
decision boundary of the SVM model:

DS(xj) = |f(xj)| = |w.xj + b| (3)

where w and b are the weights of the hyperplane in SVM and xj is the feature vector of
image j. Let DE j be the Euclidean distance between the query image q and image j in
the unlabeled image set. In [16], DE j is calculated as the distance between image j and
the target image t, where xt = argmax

i∈UDS(xi); however, this calculation will ignore the
similarity to the query image. Therefore, we will calculate DE j in the following way:

DE(xj) =

{
∥ xj − xq ∥ if f(xj) ≥ 0

∞ otherwise
(4)

Combined, we have the evaluation function for image j:

DSE(xj) = αxDS(xj) + βxDE(xj) (5)

where α and β are parameters to limit the importance of the 2 values DS and DE . α and
β can be constructed by the following formula:{

α = Nrel

Nrel+Nnonrel

1− Nrel

Nrel+Nnonrel

(6)

where Nrel and Nnonrel are the number of relevant and not relevant data samples in each
loop of the relevance feedback. This formula focuses on controlling the influence of the
two values DS and DE . Specifically, initially the number of relevant images is small, the
evaluation function will emphasize the importance of DE more; but when the number of
relevant images is large, the SVMmodel is improved, theDS value will be more important.
So α and β can be tested many times and declared with a fixed value so that β > α.
From the above DSE evaluation function, the algorithm will select unlabeled data

samples with the smallest DSE value to update the retrieval result as the output of the
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Figure 3. Diagram of a feedback loop and sample accumulation

relevance feedback process and cumulatively update the data sample to build the input
graph. The process of updating retrieval result is performed in the following steps:

(1) Step 1: Label the data set S using the SVM model, classifying it into 2 classes:
relevant and not elevant. Let T be the dataset including N old query result images and
m images in data set S.
(2) Step 2: Calculate the DS and DE values for the data points in set T .
(3) Step 3: Calculate the DSE value for the data points in set T .
In this step, if DSE calculated according to formula (5), the data points that have been

evaluated as relevant in the previous retrieval results may be pushed down in rank after
the new images. Therefore, the retrieval results may be biased because the relevant data
points are not considered. Furthermore, the goal is to display all relevant images first, so
it is necessary to multiply the DSE value by a parameter γ so that the retrieval results are
still displayed in the following order: previous relevant images, newly updated relevant
images, and other images. To do that, the algorithm will perform:

DSE(x) =

{
DSE(x)xγ if x is a relevant in previous results

DSE(x)x 1
γ

otherwise
(7)

(4) Step 4: Output a set of N new retrieval result images based on the DSE value sorted
in ascending order. In other words, the image with the smallest DSE value is the image
with the highest similarity level and will be output first.

(5) Step 5: Update the labeled data set L, the unlabeled data set U and repeat the
relevance feedback process until the retrieval result is satisfied

The general diagram of a feedback loop, recalculating the index and updating the
retrieval results, adding samples to the input graph is shown in Figure 3.

3.3. Using graph convolutional networks to augment training samples. With
the accumulated data set for graph construction in several feedback loops, we use these
features to construct the input graph using the mutual k−NN graph approach proposed
by Kohei Ozaki et al. [28] as an efficient graph construction for semi-supervised learning.

We construct the input graph G = (V ,A) for semi-supervised learning using graph
convolutional networks; where V = v1, v2, v3, . . . , vN ; vi ∈ RF x L is the node set of the
graph with F is the dimension of the feature vector, A ∈ RNxN is the adjacency matrix
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representing the edges in the mutual k−NN undirected graph, D ∈ RNxN is the degree
matrix of the graph corresponding to the adjacency matrix A. With the initial data set
S = (X ,L); where X ∈ RNxF is the feature matrix and L ∈ {−1; 0; 1} is the label set of
the image set with the convention 1 (label +); 0 (label –) and -1 (unlabeled). The graph
G is constructed according to the following steps:

(1) Step 1: Initialize
V ← ∅
A ← ∅

(2) Step 2: Create the graph
for i = 1. . .N do:

vi = (xi, li)
V ← vi
for j = 1. . .N do:
if (xj ∈ kNN(xi)) and (xi ∈ kNN(xj)):
A ← e(i, j)

end if
end for

end for
(3) Step 3: Combines the mutual k-NN graph and the maximum spanning tree
The result is the graph G = (V ,A); V = {v1, v2, v3, . . . , vN}, vi ∈ RFxL is the node

set of the graph with F is the dimension of the feature vector, A is the edge set of the
graph. Next, we will present a semi-supervised learning method using graph convolutional
neural networks to infer the labels of the remaining unlabeled nodes in the graph. After
the semi-supervised learning process to infer labels, all vertices of the output graph will
have labels 1 (+) or 0 (-), we use this new label set as the training data for the SVM model
and conduct lookups on the newly obtained SVM model. In general, each GCN graph
convolutional layer performs three operations: feature synthesis, linear transformation,
and linear activation. The main difference between the GCN layer and the MLP (multi-
layer perceptron) layers lies in the feature synthesis process from neighboring nodes.
The representation of the node under consideration can be averaged from the feature
representations of its neighbors.

Assume that at the graph convolution layer kth, Hk ∈ RNxFk is the feature vector
representing the node and Fk is the vector length. The initial representation of the node
is H0 = V . The feature synthesis process taking place in the GCN layer is performed
according to the following formula:

H(k) = D̂
−1
2 ÂD̂

−1
2 H(k−1) (8)

where Â = A + I denotes the adjacency matrix with the circular edge and D̂ is the
corresponding degree matrix.

After the feature synthesis step, the remaining two steps of the GCN are linear trans-
formation and nonlinear activation, are performed in the same way as the basic MLP
layers. The kth GCN layer consists of a trainable weight matrix W k ∈ RFk−1xFk and a
nonlinear activation function σ(x), such as ReLU(x) = max(0, x). The node’s feature
representation is updated according to the formula:

H(k) = σ(H(k)W (k)) (9)

The weight matrix W is optimized by minimizing the loss function. The process of
performing convolution on the graph with labeled +, labeled - and unlabeled vertices to
perform the transformation and give the output graph consisting of all labeled vertices.
From the output graph we use the learned labels to train the SVM.
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4. Experiments.

4.1. Dataset. We conducted experiments on two image datasets Cifar100 (Canadian
Institute for Advanced Study) and Oxford-IIIT Pet.

With the Cifar100 dataset, we combined the training set of 50,000 images and the test
set of 10,000 images to have a common dataset of 60,000 images. In which, we took
the query images in the 10,000 images test set to retrieval in the entire 60,000 images
experiment dataset. The size of each image in the dataset is 32x32 pixels. With the
Oxford-IIIT Pet dataset, there are 7,349 images divided into 37 classes (25 dog breeds,
12 cat breeds), the number of images in each class is not the same and ranges from 180
to 200 images, each image has a different resolution, averaging about 400 Ö 350 pixels.
We preprocess to reduce the images in this dataset to the same size of 224Ö224 pixels.
For each layer, we take each query image and look it up on the entire Oxford-IIIT Pet
database.

We used the feature extraction model ViT b 16 to extract initial features for the images,
with the feature vector extracted by ViT b 16 is 768 dimensions. The nodes of the input
graph and the output graph are a set of 2 components u = {label, feature vector}, in which
the label has a value of 1 corresponding to a positive label, 0 corresponding to a negative
label, and -1 corresponding to no defined label. Thus the input graph consists of labeled
and unlabeled nodes, the output graph consists of all nodes labeled by semi-supervised
learning using GCN.

4.2. Set parameters. In the experiment on updating the retrieval results with relevant
feedback and active learning in section 3.2 we use fixed values for α, β, γ parameters
in formulas (6) and (7). In formula (6) we assign values for parameters as α = 0.3 and
β = 0.7 and in formula (7) we set γ = 1/4
In section 3.3, with GCN semi-supervised learning, we use the Adam optimization

method and set the experimental parameters learning rate to 0.01, weight decay to 0.0005
and use 3 convolutional layers Conv1, Conv2, Conv3 with the following feature vector
dimensions:

Table 1. GCN model architecture parameters.

Layer Conv1 Conv2 Conv3
Dimensions of Input vector 768 126 32
Dimensions of Output vector 126 32 2

The experiment was performed on a Python3 environment with a computer using Linux
Operating System, 16GB P100 GPU provided by Kaggle.

4.3. Results. We use a simple Euclidean distance function to calculate the similarity
between the query image and the images in the database. At each retrieval loop, we
display the 100 images closest to the query image, then we use an automatic feedback
mechanism to feedback on these 100 result images. After several feedback loops, the
number of labeled samples is increased by the relevant feedback and the feedback result
accumulation process as presented in section 3.2.

To apply the sample augmentation semi-supervised learning module (red frame on the
right), we add randomly 1000 unlabeled images in the database to the accumulated labeled
samples to build the input graph for the GCN. Visualize the input graph with Cifar100
dataset for the GCN with 1000 vertices as shown in Figure 4 below.

We divide the data set in the input graph into two train-test sets for semi-supervised
learning as follows: the train set consists of images that have been labeled + and – by the
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Figure 4. Visualize the input graph with Cifar100 dataset for the GCN
with 1000 vertices

cumulative feedback process, and the test set consists of unlabeled images. The result of
semi-supervised learning on GCN will predict the labels for the nodes of the test set. The
visualization of the prediction results of the test sets with the first feedback loop (with
Cifar100 dataset) is shown in Figure 5 below:

Figure 5. The visualization of the prediction results of the test sets (with
Cifar100 dataset)

Visualize comparison of the retrieval results with a randomly selected query image for
the cases with and without the semi-supervised learning module applied to augment for
training the SVM (with Cifar100 dataset) is shown in Figure 6 in the first feedback loop.

In the first feedback loop (with Cifar100 dataset), figure (a) is the image retrieval result
with relevant feedback using SVM active learning without GCN, figure (b) is the image
retrieval result with relevant feedback using SVM active learning supplemented with GCN
semi-supervised learning module (our proposed GCN IRRF model). Visually, in figure
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Figure 6. Visualize comparison of the retrieval results (with Cifar100 dataset)

(a) without applying GCN, the result is 38/100 relevant images, while in figure (b) with
GCN module applied, the result is 59/100 relevant images.

Table 2. mAP comparison for the two cases applying and not applying
semi-supervised GCN learning (with Cifar100 dataset).

Relevance Feedback Loop Without GCN With GCN: Our GCN IRRF
0 0.34 0.52
1 0.43 0.58
2 0.62 0.73
3 0.83 0.87

Table 3. mAP comparison for the two cases applying and not applying
semi-supervised GCN learning (with Oxford-IIIT Pet dataset).

Relevance Feedback Loop Without GCN With GCN: Our GCN IRRF
0 0.41 0.49
1 0.54 0.63
2 0.72 0.81
3 0.80 0.89

To demonstrate the effectiveness of applying the GCN augmented learning module, we
also use the method of evaluating the performance of the retrieval model by experimentally
calculating the mAP metric. The mAP measure is an accuracy measure to compare
the query performance in the image retrieval problem. The method of determining the
mAP value is presented as follows: Average Precision (AP ): refers to the coverage area
under the precision-recall curve. AP is higher implies a higher precision curve and better
retrieval accuracy. AP can be calculated as follows:

AP =

∑N
k=1 P (k).rel(k)

R
(10)

where R denotes the number of relevant results for the query image from N images. P (k)
is the precision of the k images in the returned results and rel(k) is an indicator function
that equals 1 if the item in rank k is relevant image and 0 otherwise. The mean average
precision (mAP ) is applied to evaluate over all query images:

mAP =
1

Q

Q∑
q=1

AP (q) (11)
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where Q is the number of query images. The results of mAP comparison for the two
cases applying and not applying semi-supervised GCN learning are shown in Table 2
(with Cifar100 dataset) and Table 3 (with Oxford-IIIT Pet dataset) above.

The above results show that when applying the GCN semi-supervised learning module
to increase the number of training samples for SVM, the retrieval results are significantly
improved. The above analysis and evaluation show that our proposed method has im-
proved the performance of the relevance feedback image retrieval model.

5. Conclusions. In this paper, we have presented an efficient proposed model to auto-
matically supplement the SVM training set for image retrieval with relevant feedback and
other related tasks. The proposed model has solved the difficult problem of tasks that
require user feedback for label information, by automatically supplementing the predicted
labels when applying semi-supervised learning based on GCN.

This proposed model is not only applicable to the task of image retrieval with relevant
feedback but can be applied to other classes of tasks that require automatic label gener-
ation or automatic classification by changing the dimensionality of the output vector in
the last convolutional layer, which is changed to be equal to the number of labels or the
number of classes of the corresponding task.

Experimental results performed on two image dataset CIFAR-100 and Oxford-IIIT Pet
have demonstrated that our proposed model produces highly accurate results. In the next
research, the authors plan to continue to study extended models of GCN to solve more
complex computer vision tasks with multi-label images. Exploiting GCN and its variants
to discover semantic relationships in the label space and local features, object features
appearing in multi-label images
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