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Abstract. Multi-label classification originated from text classification and has became
one of the most widely studied machine learning frameworks. After nearly twenty years of
development, many multi-label classification models have been produced. In this paper, the
representative algorithms are introduced and reviewed. On the other hand, in recent years,
the volume of multi-label data has become larger, and the features and labels have become
higher dimensions, so the multi-label algorithms have also generated new trends. The
main research directions focus on label specific feature, label correlation, and dimension
compression. This paper discusses these studies in detail. Different from other review
works, this paper discusses the evolution and improvement process of various algorithms
and summarizes the main research directions in recent years. The content summarized
in this paper can provide a more comprehensive perspective for related researchers to
understand the main research contents in this direction, and inspire new research means
and methods.
Keywords: Multi-label classification, label-specific feature, label correlation, dimension
compression

1. Introduction. The traditional single-label classification method allocates an exclusive
class label for each instance from a limited class label set, which assures mutual exclusion
among different class labels and prevents the coexistence of different class labels in the
same instance. Single-label classification is divided into binary classification and multi-
class classification [51]. If the class label set only has two elements, it is called binary
classification; otherwise, it is called multi-class classification. A single-label problem is a
simplified model of the real world. Objects in real life often have complicated semantics
and they require multi-labels for description. For example, genes often have multiple
functions, such as metabolism, transcription, and protein synthesis [4, 14]; one article
can involve multiple themes [52, 65, 111], and the contents of one picture may cover
several sceneries [15, 63, 72]. Multi-label data exist extensively in the real world, and the
total number of labels varies significantly among different types of application problems,
ranging from dozens to thousands. For instance, the number of labels in photo tagging
application can reach as high as tens of thousands [91]; and the number of labels for text
classification task can reach millions [13].

Multi-label data inherit rich semantics, which is helpful to process many practical prob-
lems effectively. For example, annotating multi-label for the documents on Internet can
increase the accuracy of personalized recommendation [1]; Multi-labeling for photos up-
loaded onto the network can increase text-based image retrieval accuracy [64]; in social
network analysis, giving multi-labels onto nodes is conducive to overlapping community
discovery, which helps to disclose dynamic features of real networks [78]. To disclose se-
mantic information of such data and meet the demands of applications, it is urgent to
investigate multi-label classification methods based on machine learning effectively [21].
Of course, the simplest way to solve multi-label problems is to divide a multi-label problem
into several traditional single-label problems and each label is processed independently.
However, it neglects relations among labels and is inconvenient to consider relations be-
tween features and labels in the learning process. A dedicated machine learning model,
namely multi-label classification, was designed to cope with such tasks [112].

In multi-label classification, the predicted labels might be any subset of the full label set
for any prediction instance, which is an exponential complicated problem. For example,
the number of possible label sets might be millions if there are a total of 20 labels. Hence,
multi-label classification is an extremely challenging task, especially for problems with
tens of thousands of labels.
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Figure 1. The structure of this paper

We will briefly review the main categories, improvement strategies, the latest challenges
and opportunities about multi-label classification. It is worth mentioning that the metrics
for evaluating the performance of multi-label models can be found in ref. [112]. The rest
of this article is organized as follows. Section 2 reviews the main algorithm categories for
multi-label classification, and the characteristics of various algorithms in each category
and their evolution approaches. Section 3 presents the latest challenges, research progress
and opportunities. Section 4 provides our conclusions. The structure of this paper is
shown in Figure 1.

2. Multi-Label Classification Algorithm. Multi-label classification is originated from
text classification [65, 79]. Research progresses of multi-label classification are driven by
the need for abundant high-efficiency document retrieval on the Internet. With the contin-
uous development of information acquisition and data transmission, massive multi-label
data were accumulated continuously. Therefore, Researches on multi-label classification
have been expanded to multiple domains gradually in recent years, including image and
video retrieval, prediction of gene functions, music emotion classification, etc. Researchers
have proposed various multi-label classification models, all of which process multi-label
classification problems through problem transformation or algorithm transformation [112].
Problem transformation is to transform the multi-label problem into one or several single-
label subproblems and then these subproblems are solved directly by mature single-label
algorithms. Therefore, problem transformation is independent of a specific algorithm
and an appropriate algorithm can be chosen according to practical situations. Algorithm
transformation adopts another method: the existing single-label algorithm is expanded
to be applied to multi-label data directly. For the convenience of description, relevant
notations have to be defined first. Let L = {y1, y2, · · · , yq} be the full set of q labels,
and the multi-label data covering n samples is expressed as D = {(xi, Yi)|1 ≤ i ≤ n},
where Yi ∈ L is the set of all annotated labels for the instance xi. Yi is often expressed
by the logic vector ci = [ci1, ci2, · · · , ciq]. If yj is the label belonging to xi, there is cij = 1;
otherwise, cij = 0.
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2.1. Problem Transformation Algorithm. At present, the problem transformation
algorithm is mainly based on the following three strategies: 1) binary relevance (BR)
transformation method, 2) label powerset (LP) transformation method, and 3) pairwise
methods (PW).

1) BR transformation method

BR is the most representative problem transformation model and it establishes the
binary classification model for each label. The basic BR model [12] ignores label correla-
tions. To exploit such correlations between labels in the BR framework, the common way
is to add labels into the original features as extra features and then construct correspond-
ing classifiers. These improved BR models can be divided into two types. The first type
is to construct a two-layer BR. The first layer shows the same practices as the original
BR. That is, it constructs binary classifiers for each label based on the original features.
In the second layer, outputs of the first layer are added to the original features as extra
features. Then, based on those augmented features, binary classifiers are learned for each
label. The outputs of the second layer are used as the predicting labels. The BR model
which uses this paradigm is called the stacking based BR model. The second type is to
connect all binary classifiers into a chain, and a classifier on the chain adds outputs of all
previous classifiers into the original features as extra features. Such a framework is called
a classifier chain model. In the following, the BR model, stacking based BR model, and
classifier chain models are introduced in detail.

• Basic BR model

In 2004, the basic BR model was firstly proposed by Boutell et al. [12]. It transforms
a multi-label problem into several binary classification subproblems and each label is
corresponding to one binary classification problem. For each instance in the training set,
if the label is absent, this instance is considered as a negative instance; otherwise, it is a
positive one. Obviously, all subproblems share the same feature space, but the label space
is different. BR has two obvious advantages: one is that the computational complexity
is linear with the number of labels; the other is that each label can be processed in
parallel. Because of these advantages, many algorithms adopt the strategy of building
a classifier for each label. Although the BR algorithm is simple, intuitive, and widely
used, it often suffers from poor predictive performance because it ignores the relationship
between labels.

• Stacking based BR model

To exploit label correlation, Godbole et al. [28] introduced the stacking-based learning
strategy [92] in ensemble learning into the BR algorithm. During training, the stacking-
based BR model established two layers of BR models: the first layer is the base level, which
is the same as the traditional BR learning process and allocates the corresponding binary
classification model for each label. In the second layer of meta-level, predicting labels of
all binary classification models in the base level are added into the original feature spaces
and then each label is learned again on those expanded features, getting the corresponding
binary classification model. Obviously, such stacking based BR algorithm assumes that
any label is related to all labels, which, however, is invalid in most cases. In other words,
a label often introduces noises by using all outputs in the first layer as its new features.
Therefore, some studies are engaged in selecting partial outputs of the first layer as new
features to train the binary classifiers in the second layer, such as algorithm BR+ [22]
and stacking based algorithm BR based on pruning [84].

• Classifier chain
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J. Read et al [74]. proposed the classifier chains (CC) model for the first time. CC
puts all labels in a random sequence. In this sequence, each label learns the corresponding
binary classifier. Different from the BR algorithm, labels in the chain add binary classifier
output of all previous labels into the original feature space as new features for training.
Since the learning and test process of these binary classifiers has a certain sequence, it
is called the classifier chain. CC model has two evident disadvantages. One is that the
effect of classifiers is influenced greatly by the sequence of labels and different sequences
bring significantly different classification effects. The other is that the current label may
not be related to labels in the previous part of the sequence, so it might introduce noises
by using outputs of all previous labels, thus decreasing performances of classifiers. In
the same literature, J. Read proposed the ensemble framework (ECC) for CC. in ECC,
the mean prediction results of the CC model of multiple random label sequences were
taken, which could solve influences of random label sequence on the classification to
some extent. However, this multiplied computing expenses. Dembczyński et al [24].
proposed the probabilistic classifier chains (PCC) model and pointed out that classifier
chain based on loss functions like Hamming or Rank could be gained from the conditional
joint distribution of labels. In addition to improving the effect of the CC algorithm based
on probability deduction, there are some other methods engaged to find the optimal or
the better label sequences. For example, GA-PartCC [29] searched the optimal label
sequences by using genetic algorithms and OOCC [83] finds the optimal label sequence
for each sample from the k-nearest neighbor.

2) LP transformation method

LP transformation method [85, 89] is to view the combination (subset) of all labels in a
training set as a class and then transform a multi-label problem into a single-label multi-
class problem. After a classifier is gained from learning, an unseen instance is an input
and a class is an output. This class is corresponding to one label set which covers all labels
the instance belongs to. LP transformation method also has some evident disadvantages.
Firstly, this method can only predict label sets that occur in the training set. Moreover,
there might be many label sets when there are a lot of labels. Therefore, many sets might
possess a few corresponding instances, resulting in class imbalance. These problems not
only increase the time cost of learning but also reduce the model effect. To solve these
problems, RAkEL [85] and EPS [75] are two famous modified algorithms.

The Random k label sets (RAkEL) algorithm divides m subsets containing k labels
from all labels randomly and then trains each label set by the LP transformation method.
By using appropriate m and k, RAkEL can get significantly more accurate performance
than BR and LP. Furthermore, RAkEL also decreases the number of models that have to
be learned. During prediction, all learners gained by the LP method are used to predict
the unseen instance and all prediction results are voted or averaged. Hence, RAkEL is a
kind of ensemble learning method.

The EPS algorithm is also proposed to solve the shortcomings of LP. Firstly, EPS counts
the number of the instance (Count(Ri)) related with the labelset (Ri). If Count(Ri)
is higher than the appointed threshold, all instances related to Ri are added into the
training set. Secondly, if Count(Ri) is lower than the threshold, the instances related to
the subsets of Ri is continue to be counted. If the frequency of a subset is higher than the
appointed threshold, samples corresponding to this subset are added to the training set
corresponding to Ri. In this way, LP method is trained on the corresponding training set
of Ri. Meanwhile, EPS also decreases overfitting problems through ensemble learning.

3) PW transformation method
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Hüllermeier et al. proposed ranking by pairwise comparison (RPC) algorithm [31] in
2008 and applied it to multi-label classification. This algorithm transforms a multi-label
problem which contains q labels into q(q − 1)/2 binary classification subproblems and
each subproblem is corresponding to one pair of labels. The subproblem of the label pair
(yi, yj) contains all instances related with the label yi or yj in the original problem, but
the instances which are related to these two labels simultaneously are excluded. In this
way, instances related to the label yi are positive instances, while the rest are viewed as
negative instances. Hence, this subproblem can be solved by the traditional single-label
algorithm. For a test example, all label pair patterns need to be tested, and then all labels
can be sorted by the number of votes. The top labels have higher credibility.

Obviously, the scale of the RPC algorithm is influenced greatly by the number of labels.
When there is a considerable volume of labels, the RPC algorithm is impractical for the
high complexity. Moreover, the RPC algorithm fails to distinguish labels related to the
test instance. In other words, it lacks a threshold or a division point to distinguish which
part of labels belong to the instance.

Fürnkranz et al [26] proposed the calibrated label ranking (CLR) algorithm to solve the
abovementioned problem of division point. In the CLR algorithm, one calibrated label y0
was added as the boundary between relevant labels and irrelevant labels. During training,
compared to the RPC algorithm, each label yj only has to add one subproblem (yj, y0),
in which the data cover all instances related to the label yj (viewed as irrelevant with y0)
and instances unrelated with the label yj (viewed as relevant to y0).

2.2. Algorithm Transformation Methods. Algorithm transformation means to revise
existing single-label algorithms to apply to multi-label data easily. Almost all single-label
algorithms can be adapted to the learning from multi-label data. In this section, several
representatives and extensively used algorithm transformation methods were introduced,
including the nearest neighbor, decision-making tree, neural network, and support vector
machine.

1) Nearest neighbor

ML-kNN [113] is the first multi-label algorithm that uses the nearest neighbor tech-
nology. The basic idea of ML-kNN is to count the occurrence of labels in the k nearest
neighbors and then compute the probability for each label under different times of occur-
rence. Prediction results were given according to the maximum posterior principle. To
estimate the corresponding probability, ML-kNN has to implement abundant calculations
and comparisons of distances. As a result, the time complexity is relatively high. In
addition, the effect of ML-kNN algorithm is easy to be affected if there is noise in the
training set. This is the common fault of all algorithms based on the nearest neighbor
technology. And, ML-kNN does not consider label correlations. To address this problem,
LPLC [37] utilizes the correlations in a pair of labels within the nearest neighbor range.
LPLC shows small differences in probability estimation from ML-kNN, and key difference
lies in that LPLC devote to find relevant label set for the predicted labels. LPLC assumes
that the strong correlations only exist among labels related to training instances. For a
training set with n instances and q labels, it is necessary to define a n × q matrix M to
record relevant labels related with each instance. Then, the probability for each label is
computed based on M .

2) Decision-making tree algorithm

Clare and King proposed a multi-label algorithm ML-C4.5 [73] based on the decision-
making tree C4.5 [23]. It constructs a decision-making tree from upper to bottom and the
tree root includes all training samples. For instances in a non-leaf node, each characteristic
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is investigated one by one to find the appropriate division point. This division point was
used to partition the instances of this node, thus getting the maximum information gain.
Clus-HMC [90] implemented hierarchical multi-label classification learning based on the
predictive clustering trees (PCT) [10]. Similar to other decision-making trees, PCT also
divides the current cluster into smaller clusters from top to bottom according to the
principle of reducing intra-cluster variance to the maximum extent. For instances in the
current cluster (S), the variance degree is defined as the sum of square of distance between
label vector (ci) and the mean label vector (c).

3) Neural network

Bp-MLL [114] is the first algorithm that transforms the traditional neural network to
apply to multi-label classification. It constructs a simple three-layer network, including
the input layer, hidden layer, and output layer. The input layer contains d input units
and each unit corresponds to a feature of the training set. The hidden layer contains
M units. The output layer has q units and each unit corresponds to a label. The full
connection is applied from the input layer to the hidden layer and from the hidden layer to
the output layer. In Bp-MLL, the global loss function engages in distinguishing relevant
labels and irrelevant labels of the instances and guides the learning system to output a
relatively large value for relevant labels as well as a relatively small value for irrelevant
labels. Compared to the traditional loss evaluating method that compares predicting
values of each label in the output layer and real values directly, the Bp-MLL considers
relations among different labels, thus achieving a better effect. CA2E [104] is an algorithm
that is proposed recently for multi-label classification based on the deep neural network
(DNN). The objective function of the CA2E algorithm can be divided into two parts. The
first part is to solve the objective function using the DNN model [3] to get the embedded
feature and label space. The second part aims to make the output of the whole model
to recover the label space, in which the method similar to Bp-MLL is used to solve the
problem.

4) Support vector machine

A. Elisseeff and J. Weston proposed the Ranking-SVM algorithm [25] in 2001. Firstly,
the Ranking-SVM algorithm transforms the support vector machines (SVM) [11] which
is a traditional high-efficiency single-label approach into the method directly used for
multi-label classification. Ranking-SVM firstly defines the linear classifier {hj(X) =
〈wj, X〉 + bj = wT

j X + bj|1 ≤ j ≤ q} for each label and then maximizes the distances
between all relevant-irrelevant label pairs. The ranking-SVM algorithm was improved in
Reference [45].

3. Challenges and Opportunities on Multi-Label Classification. Multi-label clas-
sification is originated from text classification and it has become one of the most widely
studied machine learning frameworks. Learning problems in many fields have to be solved
by multi-label classification. At present, data acquisition technology is developed [103, 98]
and multi-label data in many application fields is characteristic of large size as well as
abundant features and labels. To cope with those data and further increase the clas-
sification effect, current researches on multi-label classification have new trends, which
mainly concentrate on the utility of label correlation, label specific features, and feature
compression [100]. These problems are the primary impetus to promote the performance
of multi-label classification. In this section, these research contents are summarized and
discussed thoroughly.

3.1. Main Challenges. In multi-label problems, labels often occur with interdependence
rather than independence. Therefore, the key problem of multi-label classification lies in
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the use of label correlations. For example, if one picture has the label “desert”, it might
have the label “camel” rather than “tree”. In other words, “desert” and “camel” have very
strong dependence. In contrast, the mutual dependence between “desert” and “tree” is
significantly weaker. Many studies have proved that making use of label correlations can
increase the performance of multi-label classification effectively [115, 101, 32, 44, 68, 46].
Due to the high dimensions and sparsity of label space, how to use label correlations is a
quite complicated problem.

Compared with single-label problems, multi-label data often has large feature spaces.
To describe semantics expressed by multi-labels, the number of features even can reach
tens of thousands [52, 69, 62]. Some of these features are redundant or irrelevant for
the classification tasks. Moreover, high-dimensional feature space often brings negative
impacts on classification tasks, such as computing burden, overfitting, and decreasing
classification effect [97, 41]. Therefore, many types of research concentrate on feature
compression technique to get a low-dimension expression of multi-label data, thus con-
structing an algorithm with stronger generalization ability to improve the classification
effect. Most feature compression algorithms construct an identical low-dimensional fea-
ture space for all labels [116, 2, 43]. In other words, different labels share the same feature
expression. In multi-label problems, different labels reflect different semantics. Therefore,
each label shall have corresponding unique features. These features are mostly related
to corresponding labels and they are the most appropriate to distinguish labels [117, 42].
For example, in the task of image annotation, features related to textures are more appro-
priate to judge whether the image has the label “desert”. Features related to colors are
particularly appropriate to judge whether the image has the label “sky”. In this study,
such features are called “label-specific features”. Zhang Minling et al. [117] proposed
the concept of label-specific features for the first time in 2015 for multi-label classification
and constructed the well-known LIFT algorithm. A lot of experiments on multiple bench-
mark datasets demonstrate that LIFT has an outstanding classification effect. Therefore,
research methods based on label-specific features have attracted amounts of attention
in recent years, and many improved algorithms like ML-DFL [118], WFSI-LIFT [107],
LF-LPLC [100] and LLSF-DL [40] have been produced. Exploiting label-specific features
brings breakthroughs to some practical challenges. For instance, in the classification task
of protein subcellular localization modes based on biological images, extracting label-
specific features can choose the appropriate feature subset from tens of thousands of
protein features to describe the image [82], thus improving the classification effect.

3.2. Label Correlations.

1) Types of label correlations

In multi-label problems, labels do not occur independently but present some depen-
dence. In other words, some labels often show up together in many instances, while
other labels hardly co-occur. Using such a relationship is conducive to learn the more
efficient and robust classification model [32]. In some problems, some labels have very few
positive samples. Under this circumstance, it is extremely important to use label correla-
tions. Making full use of label correlations has become one of the major research directions
on multi-label classification at present and it is an important component in many algo-
rithms [101, 32, 84, 24, 6]. In a word, existing using strategies of label correlations can
be divided into three types [115]: First-order, second-order and high-order.

• First-order algorithms

First-order algorithms, including BR [12], ML-C4.5 [23] and ML-kNN [113], ignore
label correlations completely. BR builds binary classification methods for each label. For
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the label yi, the objective is to learn the corresponding classifier hi : X → {0, 1}. In
the process of learning, inputs are the original feature space, while outputs are values
of the label yi. Hence, different labels have the same inputs, but different outputs. For
a multi-label classification problem involving q labels, the whole multi-label classifier
h : X → {0, 1}q is the combination of binary classifiers: h = {h1, h2, · · · , hq}. ML-C4.5
divides the training dataset into several small subsets layer by layer through a decision-
making tree and the tree root covers all training data. For non-leaf nodes, some indexes
like information entropy and Gini index are applied to further divide non-leaf nodes into
sub-nodes, making the “purity” of data in sub-nodes higher than that of father nodes.
ML-kNN is a lazy learning method and it does not learn the real model. At prediction,
ML-kNN determines whether the test instance is related to a label by maximizing a
posterior principle according to the distribution of labels in its k nearest neighbors in the
training data.

• Second-order algorithms

The second-order algorithms, such as Rank-SVM [25], CLR [26], MLPP [66] and
TSVA [67], considered pairwise label correlations. Rank-SVM defines the optimization
goal of maximizing distance in a relevance-irrelevance label pair and solves the multi-label
classification problem by SVM technology. CLR algorithm adds a virtual label y0 into
the original label set as the boundary point and builds a binary classification model for
each label. Later, prediction results of all binary classification models can be ordered by
voting. Labels before y0 on the chain are relevant labels and the rest labels are irrelevant
labels. MLPP trains classifiers by each pair of labels and determines the sequence of label
relevance by combining prediction results of various classifiers through voting. TSVA is
similar to CLR and it discusses several voting methods.

• High-order algorithms

High-order algorithms, such as RAkEL [85] and CC [74], consider correlations between
several or all labels. As an ensemble learning method, RAkEL collects m LP classifiers,
and the results of a test instance can be gained through voting among the results of all
those models. Each classifier deals with a k-label subset and then transforms these subsets
into a single-label classification problem. CC algorithm puts labels into one sequence
randomly and then builds binary classifiers for each label in the sequence. For any label,
labels in the front part of the sequence are added into the original features as new features.
Relations among multiple labels are exploited in this way.

In terms of relation extraction or use perspective, high-order algorithms can be divided
into global relation algorithms, local relation algorithm, and global-local combined relation
algorithm.

• Global relation algorithm

The global relation algorithm believes that label correlations are global. In other words,
the correlations between labels exist in all training data. CC [74], RPC [26], MLLS [46]
and ML-LRC [102] belong to global relation algorithms.

• Local relation algorithm

In the local relation algorithm, label correlations exist in some training data. For ex-
ample, “apple” and “fruit” have a very strong relation in gourmet magazines. However,
“apple” and “digital equipment” often occur in technical journals together. Obviously, the
label dependence relations only exist in some data in this case. If such label correlations
are extracted or used from the global perspective, unnecessary and even misguided con-
straints will be imposed over all instances, which will lower the classification performance
of models. These algorithms considering label correlations locally include LPLC [32],
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ML-LOC [39], and so on. For example, ML-LOC divides training data into m groups,
and the instances in a group share label correlation.

• Global-local combined relation algorithm

Global-local combined relation algorithms believe that considering both global and local
label correlations simultaneously is conducive to establish a high-efficiency classification
model. GLOCAL [119] is a global-local combined relation algorithm.

2) Utilizing label correlations

• Feature compression based on label correlations

To eliminate redundant and irrelevant features, researchers proposed many methods to
compress multi-label data features. Many of these methods select features or implement
feature transformation by using label correlations [42, 40, 82, 61, 49, 96]. For example,
in Reference [61], a filtering feature selection method was proposed, which was called
min-Redundancy and Max-Relevance (mRMR). To guide feature selection based on label
correlations, the importance of each label was measured by mutual information. Subse-
quently, relations between features and labels are estimated by multiple weight strategies.
If mutual information between two variables is zero, these two variables are completely
independent; otherwise, the relation intensity between two variables is positively related
to the value of mutual information.

• Feature extension based on label correlations

The abovementioned methods compress the original feature spaces based on label cor-
relations. Some algorithms extend features by using label correlations, such as stacking
based BR algorithm based on pruning [84], in which binary classifiers in the second layer
of BR choose strongly related outputs from the first layer to extend the original feature
space. In Reference [59], a classifier chain model was proposed to deal with multi-label
problems. The main innovation is that it chooses a directed acyclic graph for modeling the
label correlations and measures label correlations by conditional entropy, thus maximiz-
ing the sum of dependences among all labels expressed in the graph. Later, the original
feature space is extended according to this directed acyclic graph and prediction, i.e., the
results of binary classifiers corresponding to the ancient labels are added in. Later, binary
classifiers are trained based on extended features. ML-LOC [38] also is an algorithm of
feature extension based on label correlations.

• Embedding label correlations into classifiers

In addition, many algorithms use label correlations directly into the constructed clas-
sification model. In these algorithms, statistics on the frequency of label concurrence
is the most direct way to estimate label dependence. If two labels often are annotated
with the same samples, they show strong dependence. For each label of any instance,
LPLC [37] records another label that has the maximum frequency of concurrence with it
in the k nearest neighbors as the relevant label. For a test sample, k nearest neighbors
are found firstly from the training set. Then, whether the test sample is related to a label
is determined by the probability of occurrence of relevant labels in these neighbors.

RELIAB [115] builds a classification model based on label correlations from a rarely
concerned perspective. It believes that although each sample is often related to multi-
ple labels in multi-label data, the relation degree varies. For this reason, the RELIAB
algorithm proposed the concept of relative labeling-importance (LRI). Moreover, it de-
fines LRI as the polynomial distribution on the label space and gets the target solution
through label propagation, thus taking advantage of label correlations. Later, classifiers
were constructed by using the maximum entropy model based on LRI values.
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Huang Shengjun et al. proposed the MAHR algorithm [36]. The basic idea of the
MAHR algorithm is that if two labels are mutually dependent, the hypothesis of one
label is conducive to establish the hypothesis of another label. MAHR realizes the hy-
pothesized reuse mechanism through the traditional boosting technique and trains the
corresponding boosting learning machines for each label. In each boosting process, one
label not only produces basic learning machines from its hypothesis space but also gen-
erates hypotheses as much as possible by using other labels. These hypotheses increase
weights of strongly related labels in the learning process through weighting and integration
but decrease weights of weakly related labels. As a result, the MAHR algorithm needs no
prior knowledge or statistics of label concurrence to calculate the dependence degree of
labels, but it finds and uses dependences of labels through boosting, thus improving the
effects of classifiers.

In a word, although many methods have studied label relation from different perspec-
tives, it is a great challenge at present. The label relation is a relatively fuzzy concept
and it has to be defined in specific scenarios. Sometimes, label correlations can be de-
fined based on field knowledge. For example, the functional structure of genes and pro-
teins present an obvious hierarchical structure [14]. Such hierarchical structural relations
among different labels can be learned through hierarchical clustering [70] or the Bayes
network structure [5]. Generally speaking, most applications do not have such an obvious
hierarchical structure. Therefore, the majority of algorithms must evaluate label correla-
tions from training data. For example, label correlations are estimated by the concurrence
frequency of labels [71] or by building the label kernel method [116]. These methods might
bring problems like overfitting and the evaluation method of label concurrence is also easy
to be affected by class imbalance [32].

3.3. Feature Compression. The goal of feature compression is to eliminate noises and
redundant features from the original high-dimensional features, thus increasing the gen-
eralization ability of the learning model and lowering computing complexity. Feature
compression techniques mainly cover two types [109, 60]: feature extraction and fea-
ture selection. The feature extraction technique transforms a high-dimensional feature
space into a low-dimensional feature space through a transformation matrix. Under this
circumstance, the low-dimensional features are completely different from the original fea-
tures and their relations are difficult to be comprehended. The feature selection technique
selects some features directly from the original features and eliminates redundant or irrel-
evant features, thus maintaining the meanings of the original features. Feature selection
can be further divided into supervised compression, unsupervised compression, and semi-
supervision compression according to the use of label information in the process of feature
compression. Generally, supervised compression is used widely, because it can improve
the effect of feature compression by using distinctive information on labels. However, it
is difficult to get mass training data with complete labels in some applications. Hence,
the supervised feature compression method is inevitable to be trapped in overfitting [108].
Unsupervised feature selection method often makes uses of statistical features of data [77],
spatial structural information of instances [35], and coefficient constraint [80]. The key of
semi-supervised feature selection algorithm likes in full use of labeled data and unlabeled
data to improve the learning effect [20].

In terms of interactive relations with model training, feature compression can be divided
into filter type, wrapper type, and embedding type. In the filter type, feature compres-
sion is separated with model training [58, 76, 57]. Among filter-type feature compression
methods, qualities of features are evaluated according to ReliefF [76], mutual informa-
tion [56], and information gain [55], thus deleting features with relatively low evaluation
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values. Wrapper-type feature compression methods evaluate the importance of feature
subset according to the effect of the multi-label classifier. Embedding-type feature com-
pression methods integrate feature selection with classification [54, 121]. Of course, there
are algorithms with feature compression combined above types of methods. For exam-
ple, MNLB [122] firstly utilizes principal component analysis (PCA) for feature selection,
and then furtherly eliminates redundant or irrelevant features by using the genetic algo-
rithm. Obviously, feature compression of the MNLB algorithm contains the filter-type
and wrapper-type methods.

To sum up, feature selection tasks in multi-label problems are more complicated than
those in single-label problems. The fundamental reason is due to the significantly rich
semantics of multi-label problems, i.e., there are generally more features and the compli-
cated label correlations have to be considered.

3.4. Label-Specific Features. In 2015, Zhang Minling et al. proposed a LIFT algo-
rithm [117], in which the concept of label-specific features was proposed for the first time.
Most existing multi-label methods often use the identical instance expression to build
classification models for different labels. In other words, different labels use the same
feature matrix in the learning process. Nevertheless, the LIFT algorithm believes that la-
bels shall have their unique expressions. For instance, in applications of automatic image
annotation, features related to colors are appropriate to distinguish images with “sky”
scenes from images without “sky” scenes. Moreover, features related to texture are appro-
priate to distinguish whether images are related to “desert”. Therefore, different labels
shall use the appropriate feature expression. The effect of the classification model can
only be further improved by using these features. These features are called “label-specific
features”. The concept of label-specific features has evident differences from the concept
of traditional feature compression. In the concept of traditional feature compression,
generally provides a unified feature expression to all labels through feature extraction or
feature selection. Label-specific features refer to features that are related to specific labels
rather than all labels.

At present, there are two main methods to construct label-specific features. One is
feature extraction and the other is feature selection. The former one is represented by
LIFT [117], while the latter one is represented by LLSF [42].

1) Feature extraction based label-specific features

LIFT extracts label-specific features for each label through feature extraction. Specifi-
cally, samples related to any label are viewed as positive samples, while the rest samples
are viewed as negative samples. The k-means [48] are utilized to cluster over the posi-
tive sample set and negative sample set, respectively. Next, distances from each original
sample to the center of these clusters are calculated, which form the new sample features.
Next, binary classifiers are learned on spaces of these new label-specific features. For
different labels, distributions of positive and negative samples are different, so that the
built label-specific features vary from each other. Based on abundant experiments, the
extraordinary effect of LIFT has been proved. Since then, label-specific features have
attracted extensive interest from the academic circle and a series of algorithms have been
proposed successively.

Based on LIFT, ML-DFL [118] discovers local structural relations between positive
and negative sample sets through spectral clustering, thus transforming the original fea-
tures into more distinctive features. WFSI-LIFT [107] thought that LIFT has ignored
relations among samples and simply views that the importance of each sample is equal
to each label, thus resulting in redundant features in label-specific features. Therefore,
it allocates different weights for each sample according to the imbalance rate and then
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extracts label-specific features by using the information theory, achieving a good effect.
Y. Guo et al. [30] think it is not suitable that LIFT appoints the same number of clus-
ters to positive and negative sample sets for different labels. Moreover, LIFT constructs
label-specific features based on distance only, and it cannot make full use of relevant in-
formation from clustering results. To overcome these disadvantages, they proposed the
LSDM algorithm which is composed of class information extraction, distance mapping
feature construction, linear expression feature construction, linear discriminant analysis,
and classification model generation. In class information extraction, the labeled positive
sample set and negative sample set were mainly clustered by the clustering algorithm.
For any label, the positive sample set and negative sample set have the same number
of clusters. However, different labels have different numbers of clusters, which is differ-
ent from LIFT. Later, label-specific features are extracted in distance mapping feature
construction and linear expression feature construction by combining distance and linear
methods. The linear discriminant analysis determines the number of clusters for dif-
ferent labels by using the optimization method, which avoids exhaustive search. After
label-specific features are extracted, binary classification models are constructed based on
these features. X. Wei et al. [95] believed that LIFT is inevitable to be trapped in local
optimization by using the k-means clustering algorithm, and the clustering algorithm of
high-dimensional data is very unstable. Hence, they extended the LIFT algorithm based
on the idea of an integrated algorithm and proposed the ELIFT algorithm. In ELIFT,
each label acquires several subsets from training sets by bagging technique and then trains
binary classification models for each subset. The weighted sum of these binary classifica-
tion models forms the overall classification model of the label. LF-LPLC [100] integrates
label-specific features and local pairwise label correlation simultaneously, in which the
specific features of each label are expanded by uniting the related features from the cor-
related labels. With such a framework, it enriches the labels’ semantic information and
solves the class-imbalanced problem.

2) Feature selection based label-specific features

The above algorithms all adopt feature transformation in the extraction of label-specific
features. However, the LLSF algorithm proposed by J. Huang et al. [42] extracts label-
specific features through feature selection technique. LLSF assumes that each label is
only related to some of the original features and it expresses such sparsity in a linear
regression with `1 constraints. In this way, the calculated linear regression parameters are
not zero, indicating that the corresponding features are label-specific features; otherwise,
the features are not label-specific features.

The optimization objective function defined by the LLSF algorithm also assures that
there exist more label-specific features among highly similar labels, but few label-specific
features among lowly similar labels. Since the LLSF algorithm implements feature se-
lection through linear regression, it can learn binary classification models based on the
selected features. On the other hand, the LLSF algorithm can predict models directly
by the product of linear regression parameter vectors and feature vectors of test samples.
NSLSF [99] considered in some applications the sparsity assumption does not hold, and
proposed a novel feature selection-based approach for extracting label specific features.
It translates the logic labels to the numerical ones to convey more semantic information
and embed the label correlations. Then, a linear regression is modeled to describe the
discrimination of label specific features based on the numerical labels.

Although the concept of label-specific features is proposed recently, it has attracted
extensive attention between scholars. Existing associated models often can get effects
from different problem fields and show good generalization by the classification model
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which is constructed based on label-specific features. Label-specific features belong to
specific labels. Hence, it is convenient to construct a binary classification model by using
the traditional and mature single-label classification algorithm, which is very applicable
to solve practical problems. Current studies on label-specific features often are combined
with label correlations and sample relations. Many studies have discussed label-specific
features from perspectives of label missing and class imbalance.

3.5. Other research directions.

1) Class imbalance

A database with millions of pictures might involve tens of thousands of scene labels,
but the quantity of images with the label “grassland” is significantly lower compared with
the number of images without the label “grassland”. Therefore, multi-label problems
are often class imbalanced. Such class imbalance is more significant in the situation
with a great number of labels [120]. The class imbalance problem is viewed as a basic
challenge in multi-label learning, thus lowering the effects of most multi-label learning
methods [112, 34].

The class imbalance problems also exist in traditional binary-class and multi-class prob-
lems universally. Hence, the solving idea can provide some enlightenments to process
multi-label imbalance problems. Solving methods to these traditional class imbalance
problems are generally divided into two types: data preprocessing [47] and cost-sensitive
classification [27]. Data preprocessing includes undersampling that deletes majority class
data and oversampling that adds minority data. Algorithms like RUS [50], ROS, and
SMOTE [19] all belong to data preprocessing. After data preprocessing, algorithms that
are appropriate for problems can be constructed on the data. Cost sensitivity classifi-
cation generally gives a cost penalty for the wrong classification in the construction of
a classification model, thus optimizing the learning object toward the reduction of cost,
such as CS-LDM [18] and boosting weight ELM [53].

M. -L. Zhang et al. proposed a COCOA algorithm [123] to solve the problem of class
imbalance in multi-label applications. In COCOA, for each label yj, the classification
model fj is formed by linear addition of one binary classification model and K multi-class
classification models. Moreover, the threshold constant (aj) is determined by maximizing
the corresponding F-measure value. When fj(x) > aj, x is a positive sample; otherwise,
it is a negative sample. The construction of a binary classification model is similar to
BR. For the multi-class classification models, COCOR selects the subset (excluding yj)
containing k labels randomly and labels in this subset form k label pairs with yj. Then, the
k multi-class classification models are transformed into a multi-class problem according
to the values of each label pair and each multi-class problem learns one classification
model. Different from the LP transformation technique, COCOR combines classes with
small quantities in the transformation of a multi-class problem, thus solving the class
imbalance.

F. Charte et al. [17] proposed several complicated measurement standards for multi-
label imbalance degrees, including IRperLabel, MeanIR, and CVIR. Meanwhile, F. Charte
et al. also proposed undersampling and oversampling algorithms (LP-RUS and LP-ROS)
for preprocessing of multi-label data imbalance. Models based on LP transformation [12]
are constructed and prove that these sampling techniques are valid. The MLSMOTE
algorithm [16] discussed an oversampling technique for multi-label learning which used
a similar strategy with SMOTE [19]. Firstly, the MLSMOTE algorithm recognizes the
labels of minority through MeanIR and CVIR and then synthesizes new samples for these
labels. Similar to the method proposed by the SMOTE algorithm, features and labels
of these new samples are gained through interpolation of nearest samples. In this study,



Multi-Label Classification Review and Opportunities 269

three synthesis strategies are discussed, including intersection, sum, and sequence-based
selection.

In a word, common and intuitive processing of class unbalance in multi-label problems
is realized by sampling. Further studies on how to use label correlations in sampling are
needed. Additionally, adverse impacts of class unbalance can be eliminated as much as
possible by ensemble learning and cost sensitivity. However, there are a few associated
studies.

2) Label missing

In many real-world applications, it is impractical to gain all real relevant labels of all
samples in the training set for the following two main reasons [9, 94]. On one hand,
many applications contain a lot of label classes that require considerable labor forces.
On the other hand, meanings of different labels might overlap and it is difficult to be
distinguished completely. Therefore, learning models based on data of such partial labels
might be unable to capture label correlations and relations between labels and features
accurately.

If unknown labels are recognized clearly, the problem becomes simpler and it only
requires construction models based on known labels [106]. In most cases, the positions
of the missing label are unknown. Under this circumstance, L. Xu et al. [102] proposed
a multi-label learning framework. This framework not only can learn label correlations
automatically in the process of model learning and capture the high-order complicated
relations of labels through a lower-ranking structure but also supplements label matrix
based on such high-order complicated relations, thus solving the problem of label missing.

3) Label compression

Since the number of labels in many practical multi-label problems can reach tens of
thousands, many studies have shift attention to the multi-label classification which in-
volves abundant labels. Excessive labels might bring considerable time and space costs to
the algorithm. Moreover, many mature and common algorithms like BR [12] and ECC [74]
are inapplicable to handle these excessive labels. To address this problem, researchers pro-
posed the spatial dimension compression technique for labels. Firstly, high-dimensional
labels are compressed into a low-dimensional label space, and the classification models
are trained in the low-dimensional label space to decrease computing burdens. Of course,
prediction results in the low-dimensional label space have to be recovered into the original
feature space. According to existing studies, label compression not only can shorten the
operation time of the algorithm but also can improve the classification effect [87].

Existing label compression algorithms basically can be divided into two types [86]: label
transformation and label subset. Label compression algorithms based on label transforma-
tion generally take advantage of projection mechanisms, such as compressed sensing [33],
PCA [87], and so on. To sum up, label compression algorithms based on label transforma-
tion have many advantages, such as a strong theoretical basis, easy implementation, etc.
However, labels after transformation lack of meaning of original labels and they are diffi-
cult to be connected mutually. Label compression algorithms based on label subsets often
use group sparse learning [8], random sampling [7], Boolean matrix decomposition [93],
etc. These algorithms acquire low-dimensional labels, or labels are from the original labels
directly, or the original feature space can be recovered completely. Therefore, the label
compression algorithms based on label subsets have strong explanatory powers.

4. Conclusions. Firstly, this study illustrates an enormous variety of multi-label al-
gorithms, including the detailed discussion of the representative algorithms and their
variants. Secondly, main research directions including label-specific features and label
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correlations, representative algorithm, and improvement processes are introduced with
consideration to the main challenges of multi-label algorithms in recent years. Hence,
this study provides a comprehensive perspective to understand research status and devel-
opment directions of multi-label classification problems in recent years, thus enabling to
promote further progress of relevant studies. This study involves the recent challenges of
multi-label classification, and presents the emerging trends to deal with them. It gives us
some opportunities to employ multi-label learning for a variety of applications in specific
fields. The combination of multi-label classification and other machine learning tasks
is another research direction that stimulate new methods. For example, the combina-
tion of multi-label classification and recommendation can provide new basic data for a
recommendation, thus enabling to produce of a more effective model.
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