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Abstract. Information security is one of the major challenges in today’s world, as
dependency on multimedia information is increasing day by day. The rapid development
of science and technology makes it easy for every ordinary user to obtain image and video
information through image editing software and modify it to a certain extent. In order
to verify the authenticity of the image, tampering detection is required. Among them,
splicing tampering is one of the more common types of tampering. This paper proposes
a hybrid feature image splicing detection scheme based on Error Level Analysis (ELA)
and Local Binary Pattern (LBP). The features of the two algorithms LBP and ELA
focus on global features and local features respectively, so combining them can improve
the accuracy. Then, we feed the mixed features into Bagged Trees for classification.
We verified our scheme on three public datasets, and we also compared with a single
algorithm to prove the superiority of our proposed scheme. At the same time, we also
find the splicing area through the improved ELA algorithm. Experiments show that our
method can accurately locate the tampered area.
Keywords: Image splicing detection, Information security, Error Level Analysis, Local
Binary Pattern, Bagged Trees

1. Introduction. Today, science and technology are developing rapidly in all walks of
life, and people around the world have become more intelligent by using these rapidly
developing science and technology. Today, all kinds of information can be uploaded di-
rectly or indirectly to computers, the Internet, or intelligent systems. Digital information
includes media forms such as video, audio, and images. Today, social media is becoming
more and more popular. Among them, digital images bring great convenience to peo-
ple’s lives, but also introduce a series of problems in network social management and
judicial evidence collection. Digital images are easier to tamper with and spread than
traditional film photos, which will bring huge tremendously to the identification of audio-
visual materials in judicial forensics, the authenticity review of news materials in news
media units, and the confirmation of false image information in the analysis of online
public opinion. In view of this situation, digital image tampering detection technology
has gained wide attention, and has gradually become a research hotspot in the field of
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image forensics in recent years, and has been rapidly developed. Based on the in-depth
study of the mainstream passive tampering detection technology, this paper proposes a
series of key technologies and theoretical methods for passive stitching detection of digital
images based on the statistical characteristics of the image, which is the most common
way of digital image tampering.

In recent years, due to the rapid development of image forgery technology, researchers
have proposed a variety of research methods, divided into active and passive directions.
In an earlier study [1], a method of actively embedding watermarks in images was used to
extract features. In passive detection [2], splicing forgery is a kind of pixel-based image
forgery, which is also one of the most researched forgery methods. Splicing operation
is mainly to splice the content of two or more images into one image. In the following
paragraph, we will introduce some promising methods proposed by different researchers.

Local Binary Pattern (LBP) is an effective image texture description operator. It
has been successfully applied in the field of image content classification and texture de-
scription. The well-known application of LBP features is in the field of face recognition
[3]. Recently, the combination of LBP and traditional algorithms [4-6] is increasingly
used in image mosaic detection. Reference [7] uses the Gray Level Co-occurrence Matrix
(GLCM) to locate the tampered area of the image for feature extraction, and further
uses the Euclidean distance and Hellinger distance for feature matching. This method
gives an accuracy of 79.9%. Reference [8] proposed a technique called error level analysis
(ELA) for image forensics, which can analyze images by varying degrees of compression.
Reference [9] discusses and proves that this technique has high reliability in image splicing
detection. Reference [10] proposed a method for detecting image forgery in lossy com-
pressed digital images using ELA, and filtering its noise components through automatic
wavelet soft thresholds. In [11], the ELA algorithm is combined with the Laplacian op-
erator to achieve image tampering detection, where the Laplacian operator is used as an
auxiliary algorithm to verify the accuracy of the ELA. In [12], it is demonstrated that
ELA can be used for tampering detection and localization, and the localization function
can be achieved by extracting the histogram features of ELA and returning the coordi-
nates. Most of the above works are analyzed using traditional machine learning methods,
but recently, deep learning methods have also been gradually applied to counterfeit de-
tection [13]. For example, Reference [14] proposed the use of a dual-stream faster R-CNN
(Region-Convolutional Neural Network) network and trained it end-to-end to detect tam-
pered image areas. Based on the previous article, the literature [15] changed the spatial
domain feature of one of the two streams to ELA, and also detected tampering regions.
The use of deep learning methods to extract image features [16] has gradually been applied
in various fields [17-20].

Even in the recent literature, many tamper detection techniques are already available,
but in order to develop the reliability of forgery detection, we still need to further improve
the accuracy. In this paper, we propose a passive detection method based on ELA and
LBP for detecting splicing and tampering in images. First, we pre-process the pictures,
including re-sizing and applying ELA algorithm to transform the pictures. Secondly,
perform ELA feature extraction and LBP feature extraction on the pictures respectively.
Then, these features are fused and fed into the classifier, and these features are classified
into real images and tampered images. In terms of the classification accuracy of the three
data sets, our proposed hybrid method outperforms the performance of a single algorithm.
Finally, we can accurately locate the tampered area through the improved ELA method.

The rest of the paper is organized as follows. Section 2 reports the related works and
explains our proposed method in detail. Section 3 discusses the experimental result of
our proposed method. Finally, Section 4 concludes the whole paper.
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2. Proposed methodology. In this paper, we propose an efficient and accurate ELA
based method for image splicing forgery detection and localization. First, pre-process the
image and crop each image to the same size to facilitate subsequent experiments. Then
extract the ELA and LBP features from the preprocessed image, and perform feature
fusion on them. After obtaining these features, we mix the three types of features into the
classifier for classification. Due to the particularity of the ELA picture, it can intuitively
reflect the image tampering, so we use this method to locate the tampered area. After a
series of post-processing, including morphological operations and filtering, we can get the
accurate tampered area. Fig. 1 presents the framework of our proposed image forgery
detection scheme.

Figure 1. Framework of the proposed scheme

2.1. Feature Extraction. Feature extraction plays an important role in the detection
and classification process. Different feature extraction methods have been proposed and
applied in various image processing fields. In this section, a feature extraction method
for image splicing detection based on ELA and LBP mixed features is presented. For the
convenience and accuracy of the subsequent feature extraction process, we first pre-process
the image. By resizing the input image, adjusting the picture to a size of 512× 512× 3,
and then applying the ELA algorithm to it, we can get the ELA picture.

2.1.1. Error Level Analysis (ELA). Error Level Analysis is a forensic method to identify
portions of an image with a different level of compression. The ELA algorithm works
on image grids, compressed independently, having a size of 8 × 8 pixels. The 8 × 8
dimension was chosen after numerous experiments with other sizes, any matrices of sizes
greater than 8 × 8 are harder to be mathematically manipulated or not supported by
hardware, meanwhile any matrices of sizes less than 8×8 don’t have enough information.
They result in poor quality compressed images. The image quality can be summarized
by calculating the difference between the average value (brightness) and CrCb (chroma)
from the quantization table Y, as shown in Eq. (1). The graph of the quality value of
the ELA algorithm is shown in Fig. 2, where the difference error level in some blocks can
define the modification area.

µ = (Y + Cr + Cb)/3
∆ = |Y − Cr| × (1− 0.51) + |Y − Cb| × (1− 0.51)
Q = 100−∆− µ

(1)

ELA can be used for common image forgery operations and has an active role in image
forensics and copyright information. The following is an example of ELA, the forgery
method is the splicing operation, as shown in Fig. 3.
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Figure 2. The quality values in the ELA algorithm.

(a) Real image (b) ELA of Real image

(c) Fake image (d) ELA of Fake image

Figure 3. Example of ELA algorithm

We will extract the ELA features of the real image and the tampered image separately.
The statistical characteristics such as the mean, standard deviation and kurtosis of the
gray histogram and the texture characteristics such as the mean, contrast and entropy of
the gray level co-occurrence matrix are used to describe different areas of the image. The
calculation formula of the gray level co-occurrence matrix is shown below.

Mean (MEAN): The mean value reflects the regularity of the texture. The messy
texture is difficult to describe and the value is small; the regularity is easy to describe
and the value is large.

MEAN =
∑
a

a
∑
b

δφ,d(a, b) (2)

where a and b mean the rows and columns of the elements of the gray level co-occurrence
matrix, φ means the direction, d means the distance, and δφ,d(a, b) means the joint distri-
bution of the two pixels with spatial positional relationship.
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Contrast (CON): The contrast reflects the degree of change of the gray level of the
partial image. The greater the difference between gray levels in the image, the sharper
the edge of the image, and the greater the contrast.

CON = |a− b|kδλφ,d(a, b) (3)

where k is often set to be 2, λ is often set to be 1.
Entropy (ENT): It is a measure of the amount of information in the target image.

Texture information is also an aspect of entropy measurement. The elements in the
image are more dispersed, the greater the entropy, and the smaller the conversely. The
size of the entropy represents the uniformity or complexity of the target image texture.

ENT =
∑
a,b

δφ,d(a, b) log2 δ
λ
φ,d(a, b) (4)

2.1.2. Local Binary Pattern (LBP). LBP is an abbreviation of Local Binary Pattern,
which has significant advantages such as gray scale invariance and rotation invariance.
Because of its simplicity and ease of calculation, this feature has been widely used. The
original LBP operator is defined as within the window of 3 × 3, taking the center pixel
of the window as the threshold, and comparing the gray value of the adjacent 8 pixels
with it. If the surrounding pixel value is greater than or equal to the center pixel value,
the pixel at this position is marked as 1, otherwise it is marked as 0. In this way, the
8 points in the 3 × 3 neighborhood can be compared to produce 8-bit binary numbers
(usually converted to decimal numbers, that is, LBP codes, a total of 256 kinds), that
is, the LBP value of the center pixel of the window is obtained, and this value is used
to reflect texture information for this area. It should be noted that the LBP value is a
binary number composed clockwise. The LBP operator can be expressed by Eq. (5).

LBPP,R (xc, yc)
P−1∑
i=0

2is (gi − gc) (5)

where P is the number of surrounding points and R means the radius of the center pixel,
in our method, we set R = 1, P = 8. (xc, yc) denotes the center pixel, gc is its gray
value, gi stands for the gray value of its adjacent pixel, and s is a sign function defined
as follows.

s(x) =

{
1 x ≥ 0
0 x < 0

(6)

We use the histogram statistics of the LBP features, that is, the statistics of the pro-
portions of the LBP features among 0 to 255, so that the dimensionality reduction of
the data is performed. Then we can input a vector into the classifier for classification.
However, they are 256-dimensional features. Therefore, dimensionality reduction needs
to be further carried out, and thus another concept is involved here: Uniform LBP, that
is, uniform mode LBP. That is, reclassify the original 256-dimensional grayscale data and
count the number of transitions after displacement. When the number of transitions is
less than 2 times, it is defined as a Uniform LBP. After statistics, Uniform LBP accounts
for 85%∼90% of the entire LBP features, while has only a dimension of 58. That is, we
can reduce the classification feature vector from dimension 256 to dimension 58. In prac-
tical applications, the vector is 59 dimensional, because adding one dimension represents
those quantities that are not Uniform LBP.
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2.2. Classification. We use the bagged trees algorithm to classify the pictures. In order
to obtain a reliable and stable model, the ten-fold crossover method is used for verification.

The main idea of the bagged trees algorithm is as follows:
(1) Extract a new training set from the original data set. Each time using the method

of replacing the sampled data from the original data set, n samples are drawn (in the
original data set, some samples may be repeatedly sampled, and some samples may not
be sampled at one time). A total of k extractions are performed to obtain k new data
sets (the k new training sets are mutually independent). The size of the new data set is
equal to the size of the original data set.

(2) Each time a new training set is used to get a model, and k new training sets can
get a total of k new models.

(3) For the classification problem: the k models obtained in (2) are used to obtain the
classification results by voting; for the regression problem: the average of the models in
(2) is calculated as the result (that is, all models have the same importance).

In our paper, 10-fold cross-validation, used to test algorithm accuracy. It is a commonly
used test method. Divide the data set into ten sub-sets, taking 9 of them as training data
and 1 as test data in turn. Each test will give the corresponding correct rate (or error
rate). The average value of the accuracy rate (or error rate) of the results of 10 times is
used as an estimate of the accuracy of the algorithm.

2.3. Forgery Localization. In recent years, blind tamper detection has developed rapidly,
and most methods are not limited to detection, but can also locate the tamper area. Due
to the uniqueness and intuition of the ELA algorithm, we propose an improved ELA al-
gorithm for tampering localization. Perform an ELA operation on the picture, and then
perform post-processing operations on the obtained ELA picture. First, convert the ELA
into a grayscale image, then convert it into a binary image, and finally apply a median
filter operation to it. The ELA picture can be accurately located to the tampering area.

3. Experimental Results and Discussions. This section begins with the introduction
of datasets, followed by the evaluation of our proposed algorithm, and we compare the
method with a single algorithm. All the experiments are conducted on a desktop equipped
with Core-i7 and 8-GB RAM, and the implementation and the experimentation of the
algorithms were carried out using MATLAB® R2016a version.

3.1. Datasets. We chose three public datasets for evaluation, i.e., COLUMB, MICC-
F220, MICC-F2000 are used to demonstrate the effectiveness of our scheme. More details
can be found below.

1. COLUMB: This dataset comprises 183 original images and 180 corresponding forged
images with realistic splicing manipulations, with resolutions ranging from 757 × 568 to
1152× 768. The splicing forgery regions are some simple, large, and meaningless regions.

2. MICC-F2000: This dataset is composed by 700 tampered images and 1300 original
images, where the average resolution is about 2048×1536. The splicing forgery regions are
objects, which are have been subjected to various rotation, scaling, and other operations.

3. MICC-F220: This dataset consists of 110 tampered images and 110 untampered
images, with resolutions ranging from 722× 480 to 800× 600.

3.2. Evaluation. To evaluate the performance of tampering detection, we use the Precision
and Recall which are respectively defined in Eq. (7) and Eq. (8). The Precision means
the probability that the detected regions are relevant, and it is defined as the ratio of
number of correctly detected forged pixels to the number of totally detected forged pixels;
while the Recall means the probability that the relevant regions are detected, and it is
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defined as the ratio of number of correctly detected forged pixels to the number of forged
pixels in the ground-truth forged image.

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

Where TP denotes the tampered region correctly detected as tampered; FP denotes the
non-tampered region incorrectly detected as tampered; and FN denotes tampered region
incorrectly detected as non-tampered. Therefore, TP + FP means the total detected
region, and TP +FN means the real tampered region, that is the ground-truth result for
judgment. In addition to the Precision and Recall, we calculate the F1 score using Eq.
(9), to synthesize the Precision and Recall as a new evaluating indicator.

F1 =
2× Precision×Recall
Precision+Recall

(9)

3.3. Discussion. In this section, we will discuss our experimental results in detail, and
evaluate our proposed scheme by comparing different methods and experimenting on
different data sets. At the same time, we also showed the results of tampering with
localization. After performing experiment on database of COLUMB, we tabulated the
result obtained in Table. 1.

Table 1. Performance evaluation of different methods

Algorithm Precision Recall F1 Accuracy
LBP 79.13% 89.07% 83.81% 82.64%
ELA 87.89% 91.26% 89.54% 89.25%
Our LBP+ELA 89.58% 93.99% 91.73% 91.46%

Thus, from the above tables and chart we can conclude that ELA combining LBP can
provide better precision and recall. Therefore, from the above results we conclude that we
can use ELA combined with LBP for detecting image splicing forgery. For further verifying
the effectiveness and robustness of the proposed detection method, we also evaluate the
performance of the detection methods under different datasets, as shown in Table. 2.

Table 2. Performance of the proposed method

Database Precision Recall F1 Accuracy
COLUMB 89.58% 93.99% 91.73% 91.46%
MICC-F220 100% 88.18% 93.72% 94.09%
MICC-2000 99.76% 96.07% 97.88% 97.30%

Based on the comparison of LBP, ELA and LBP+ELA and the experiments on the
three datasets, we have evaluated and compared the Precision and Recall, F1-score and
Accuracy of all methods. Fig. 4(a) shows the performance comparison of these three
technologies, and Fig. 4(b) shows the performance of our method on three datasets. As
can be seen from the figure, the performance of our LBP+ELA technology is superior to
a single algorithm, and it shows superiority on each data set, because ELA helps provide
higher detection accuracy.

After classification and discrimination, we need to find the tampered area. In this paper,
we use the improved ELA method to locate the tampered area. The specific experimental
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Figure 4. (a) Comparison of LBP, ELA and LBP+ELA on COLUMB,
(b) experiments of our scheme on different datasets

results are shown in the following Fig. 5. It can be easily seen from the results that the
ELA method can describe the tampered area very intuitively from Column (d).

We conducted a series of comparative experiments. The conventional ELA algorithm
usually shows a lot of noise and iridescence, which represents the visible separation be-
tween the luminance and chrominance channels, such as blue, purple, and red. Because
JPEG divides colors into brightness and chroma channels, the brightness that can be
evaluated for rainbow is the grayscale intensity of the image, and the red and blue com-
ponents identify the amount of coloring, which depends on the intensity of the full color.
Many third-party software companies now introduce a lot of rainbows when adjusting
images. So the appearance of a rainbow may only mean that the image has been saved
using third-party software. It may not indicate that the image has been tampered with.
This undoubtedly affects the detection results, so it is necessary to improve ELA and
remove rainbowization. Through our series of improved operations, the tampered area
can be located more clearly and intuitively. A specific example is shown in Fig. 6.



Image Splicing Detection Scheme Based on Error Level Analysis and Local Binary Pattern 311

(a) (b) (c) (d)

Figure 5. Demonstration of test images and the corresponding detection
results. (a) Authentic image; (b) Forged image through splicing operations;
(c) Ground truth; (d) Detected results.

(a) (b) (c) (d)

Figure 6. Examples of improved positioning algorithms. (a) Authentic
image; (b) Forged image through splicing operations; (c) ELA algorithm;
(d) Improved ELA algorithm.

4. Conclusion and Future Works. This paper proposes a method for image splicing
detection by mixing the features of two algorithms. Among them, LBP can provide a
global feature, and ELA can reflect the local tampering feature, so the two complement
each other, and combining them can better improve the accuracy of the experiment. In
order to improve the classification performance, we choose the classifier as Bagged Trees,
and apply 10 fold cross-validation to test the accuracy of the model. The experimental
results show that our method has good performance on three common datasets. At the
same time, in order to locate the tampered area, we used the ELA method again. By
performing a series of post-processing operations on the method, the tampered area can
be clearly observed. Compared with the existing work, the work of this paper provides a
new idea for the fusion of texture features, and shows the location of image tampering in
a more intuitive way, which is more practical. In future work, we will combine the popular
deep learning methods to further improve the detection performance of our method.
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