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Abstract. The advantage of the improved pixel value ordering (IPVO) lies in introduc-
ing the positions of two pixels to calculate the difference value between these two pixels,
so that each prediction error valued 0 or 1 can be embedded with one bit of data. How-
ever, in IPVO, each prediction error at -1 provides no capacity but merely degrade the
visual quality. To increase the number of prediction errors valued 1 while decreasing
the number of prediction errors valued -1, 16 different block scanning ways are designed
to obtain the optimal scanning way generating the large inverse number for each block.
Besides, the single-layer embedding strategy of Weng et al.’s method is employed in the
proposed method to adaptively select pixels of a block for carrying data. By combining
16 different block scanning ways with the single-layer embedding strategy, the proposed
method not only improves the rate-distortion performance but also reduces the computa-
tional complexity. Extensive experiments have proved that the performance of our scheme
is superior to those of several related schemes.
Keywords: Reversible data hiding, Multiple block scanning ways, Adaptive block mod-
ification
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1. Introduction. The development of communication technology brings great conve-
nience to people’s life while causing great security risks. The information transmitted
through the network may suffer from some malicious attacks, easily leading to privacy
leaks, copyright disputes and other issues [1,42]. Data hiding is one of the most effective
methods used for copyright protection and content authentication [2–4], which hides im-
perceptibly secret data in the carrier and transmits this carrier in an unobtrusive way [43].
However, the most data hiding schemes cannot recover the stego carrier to the original
state because of the permanent distortion introduced by embedding data. These data
hiding schemes cannot be applied in some special applications such as military, medical
processing [6,7], in which the permanent distortion is unacceptable. To this end, a special
branch of data hiding, namely reversible data hiding (RDH), was proposed to recover
losslessly the original image after the secret data is extracted correctly [44].

In recent years, RDH has been studied extensively, and some valuable RDH schemes
have been proposed. According to the adopted data embedding methods, all the RDH
schemes can be divided into four classes: difference expansion (DE) [8–10], histogram
shifting (HS) [12–14], lossless compression [16–18], and integer-to-integer transform [20,
21, 45]. The prediction error expansion (PEE), as an extension of DE, is widely used
and studied because of its good performance [28–30]. Different from DE that embeds
1-bit data into the difference between two adjacent pixels, PEE embeds 1-bit data into
the prediction error of each pixel. Afterwards, PEE has been improved from different
perspectives such as compressed bitmaps [31,32] and optimized predictors [33–36].

In 2013, Li et al. proposed an RDH scheme based on pixel value sorting (PVO) [37].
In their method, the cover image is divided into non-overlapping equal-sized pixel blocks.
For a pixel block, all the pixels are sorted in ascending order to obtain the maximum and
minimum pixels in the block. Taking the maximum pixel for example, it is predicted by
the second largest pixel to generate one prediction error larger than or equal to 0. Only
the prediction errors larger than or equal to 1 are modified, where the prediction error
valued 1 are embedded with 1-bit data and the others are shifted by 1. This is similar for
the minimum pixel. However, the PVO excludes the prediction error valued 0 from data
embedment.

Later, Peng et al. [38] proposed an improved PVO (IPVO) that introduces the position
information of pixels into PVO, enabling the prediction error valued 0 that are excluded
from data embedment in PVO to embed data. Compared with PVO, Peng et al.’s method
can obtain higher embedding capacity and better image quality because the number of
the prediction errors valued 0 is larger than that number of the prediction errors valued
−1.

Afterwards, many scholars have developed IPVO from different aspects [39,40]. Among
them, Weng et al. [40] proposed a two-layer embedding scheme that is capable of adap-
tively embedding data according to the smoothness of pixel blocks. They divide all the
blocks into four levels according to the local complexity: high, medium, low and complex.
The more the to-be-embedded data are, the higher the smoothness of a block is.

He et al. find that in Peng et al.’s method, each prediction error valued 1 is advanta-
geous for the embedding capacity while the prediction errors valued −1 cannot provide
any embedding capacity. To this end, He et al. proposed a flexible spatial position strat-
egy based on regional characteristics [39]. In their scheme, eight spatial position modes
of blocks are designed, and the optimal position mode is determined for blocks such that
the number of prediction errors valued 1 is further larger than that of prediction errors
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values −1. The experimental results in [39] show that different spatial position are of
great help to the performance improvement of PVO.

Although Weng et al.’s scheme achieves good the rate-distortion performance, their
method still does not fully exploit the position information of all pixels in a block. Inspired
by He et al.’s scheme, we propose an improved IPVO scheme based on multiple block
scanning ways. For a pixel block, before sorting, adopting different pixel scanning ways
leads to different pixel sequences, directly affecting the original positions of all the pixels in
the block. For the IPVO, the prediction error is strongly related with the original positions
of all the pixels in a block. Therefore, in the proposed method, 16 pixel scanning ways
are adopted such that an optimal scanning way causing that the number of prediction
errors valued 1 is further larger than that of the prediction errors valued −1 is selected
for scanning blocks. In a word, incorporating multiple block scanning ways into Weng et
al.’s scheme can further improve the rate-distortion performance.

The rest of this paper is organized as follows. Section 2 introduces briefly two related
works. Afterwards, Section 3 presents the proposed method, followed by the experimental
results. Finally, Section 5 gives the conclusion.

2. Related works. In this section, the principle of IPVO [38] is firstly described. Then,
Weng et al.’s method [40] and He et al.’s method [39] are simplify described, respectively.

2.1. IPVO. An image is divided into non-overlapping pixel blocks of size n. For one
block, the pixels are scanned in the raster scan order to yield an original pixel list denoted
by {z1, z2, · · · , zn}, and then are arranged in ascending order to generate a sorted pixel
list

{
zσ(1), zσ(2), · · · , zσ(n)

}
with zσ(1) ≤ zσ(2) ≤ · · · ≤ zσ(n). zσ(2) and zσ(n−1) as the

reference pixels remain unchanged in the data embedment process, while zσ(1) and zσ(n)
are modified to embed data or be shifted by 1.

For the largest two pixels zσ(n−1) and zσ(n), the prediction error emax is calculated in
Eq. (1).

emax = zu − zv, (1)

where,

u = min(σ(n), σ(n− 1)),

v = max(σ(n), σ(n− 1)).
(2)

When emax ∈ {0, 1}, zσ(n) is modified to zσ(n) + w via Eq. (3) to embed 1-bit data w
(w ∈ {0, 1}). In contrast, zσ(n) with emax > 1 is shifted outwards to vacate embedding
space for zσ(n) with emax = 1. This is similar for emax < 0.

z
′

σ(n) = zσ(n−1) + |e′max| =


zσ(n) + w, if emax = 1,

zσ(n) + 1, if emax > 1,

zσ(n) + w, if emax = 0,

zσ(n) + 1, if emax < 0,

(3)

where w is 1-bit data.



368 W. Zheng, Y. Zhou, T. Zhang, C. Zhang, F. Zou and Y. Shi

e
′

max =


emax + w, if emax = 1,

emax + 1, if emax > 1,

emax − w, if emax = 0,

emax − 1, if emax < 1.

(4)

At the receiving end, according to Eq. (5) and Eq. (6), 1-bit data is extracted and z
′

σ(n)

is restored to zσ(n).

zσ(n) =


z
′

σ(n) − e
′
max + 1, if e

′
max ∈ {1, 2} ,

z
′

σ(n) − 1, if e
′
max > 2,

z
′

σ(n) + e
′
max, if e

′
max ∈ {0,−1} ,

z
′

σ(n) − 1, if e
′
max < −1.

(5)

w =

{
e
′
max − 1, if e

′
max ∈ {1, 2} ,

−e′max, if e
′
max ∈ {0,−1} .

(6)

For the smallest two pixels, the prediction error is calculated in the following manner:

emin = zs − zt, (7)

where,

s = min(σ(1), σ(2)),

t = max(σ(1), σ(2)).
(8)

After obtaining emin, zσ(1) is embedded with 1-bit of data to generate the corresponding

stego pixel z
′

σ(1) via Eq. (9).

z
′

σ(1) =


zσ(1) − w, if emin = 1,

zσ(1) − 1, if emin > 1,

zσ(1) − w, if emin = 0,

zσ(1) − 1, if emin < 0.

(9)

At the receiving end, one bit of data is extracted from z
′

σ(1) according to Eq. (10).

w =

{
e
′
min − 1, if e

′
min ∈ {1, 2} ,

−e′min, if e
′
min ∈ {0,−1} .

(10)

Subsequently, z
′

σ(1) is restored to its original state zσ(1) using the rule:

zσ(1) =


z
′

σ(1) + e
′
min − 1, if e

′
min ∈ {1, 2} ,

z
′

σ(1) + 1, if e
′
min > 2,

z
′

σ(1) − e
′
min, if e

′
min ∈ {0,−1} ,

z
′

σ(1) + 1, if e
′
min < −1.

(11)

From Eq. (2), we know that emax is determined by u and v. That is, different u and
v can produce two numbers, i.e., −|emax| or |emax|, where |emax| denotes of the absolute
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value of emax. Similarly, it can be known from Eq. (8) that different s and t will produce
−|emin| or |emin|.

2.2. Weng et al.’s method. Weng et al. realize that IPVO only selects two pixels,
i.e., the maximum and minimum pixels, for data embedment, and thus, the embedding
capacity is limited. Taking a block with zσ(n) = zσ(n−1) = zσ(n−2) or zσ(1) = zσ(2) = zσ(3)
for example, although its three largest (or smallest) pixels are strongly related with each
other, it cannot provide more than two bits using IPVO. To this end, Weng et al. divide
all the blocks into four categories based on the local complexity: high, moderate, low and
complex. Note that all complex blocks are excluded from embedding data. The smoother
a block is, the higher the embedding capacity is.

For a highly-smooth block, the largest three pixels and the smallest three pixels are used
to carry 6-bit data at most. Specifically zσ(n−3) is used to predict zσ(n), zσ(n−1), zσ(n−2),
respectively, to obtain three prediction errors. Since each prediction-error is capable of
1-bit data at most, three bits at most can be embedded in three largest pixels. Similarly,
zσ(4) can be used to predict zσ(1), zσ(2), zσ(3) to achieve a capacity of 3 bits at most.

For a moderately-smooth block, the largest two pixels and the smallest two pixels
are used to carry 4 bits at most. That is, zσ(n−2) is used to predict zσ(n) and zσ(n−1),
respectively. Depending on this way, a moderately-smooth block can be embedded with
4 bits at most.

Similarly, a lowly-smooth block can carry 2 bits at most by only modifying the maxi-
mum and minimum pixels. In addition, Weng et al. design a two-layer embedding mode
to achieve high embedding capacity.

2.3. He et al.’s method. In He et al.’s method, eight block spatial position modes are
designed such that the optimal spatial position mode which can achieve the largest inverse
number is determined for each block. For all the original positions of r×c pixels in a block,
the inverse number is defined as the sum of l1,2, l1,3, · · · , l1,n, l2,3, l2,4, · · · , l2,n, · · · ,
ln−1,n, where i ∈ {1, 2, · · · , r × c} , i < j and j ∈ {1, 2, · · · , r × c}, if σ(i) > σ(j) and
i < j, the corresponding li,j is 1; otherwise li,j = 0. The larger the inverse number is, the
greater the number of the prediction error valued 1 is, and the more data to be embedded
are.

For one block with a size of w × h, it is scanned according to one of eight block
spatial position modes to generate one pixel list {z1, z2, · · · , zn}, and then it is sorted in
ascending order to generate

{
zσ(1), zσ(2), · · · , zσ(n)

}
. To ensure that the inverse number

remains unchanged before and after data embedment , zσ(n) that is to be modified during
data embedment is modified to zσ(n−1), and similarly, zσ(1) is modified to zσ(2). Next, this
block and two columns and two rows surrounding it are combined to form an expanded
block of size (w + 2) × (h + 2). Then, the spatial position of this expanded block is
calculated to get the inverse number. Finally, the way with the largest inverse number is
determined as the scanning way of the block.

The larger the inverse number is, the larger the provided embedding space is, and the
smaller the embedding distortion is. After the spatial position mode is determined, the
data is embedded and extracted according to IPVO.

3. The proposed scheme. The main aim of the proposed method is to largely increase
the number of prediction errors valued 1 by designing different scanning ways while de-
creasing the number of prediction errors valued −1.

From Eq. (2), it can be observed that prediction errors are strongly-related with σ(n)
and σ(n − 1) (i.e., the original scanning positions of the largest two pixels. Different
scanning ways lead to different u and v. Based on the above considerations, we design 16
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block scanning ways such that the optimal block scanning way of each block obtaining
the largest inverse number is determined. Afterwards, Weng et al.’s method is used to
adaptively embed data into.

Firstly, an image O of size W × H is divided into non-overlapping blocks {Ok}Nk=1 of
size r×c, where N is the total number of blocks. For one block, suppose {z1, z2, · · · , zn}
is the original scanning pixel list obtained according to one of 16 block scanning ways,
and let

{
zσ(1), zσ(2), · · · , zσ(n)

}
be the sorted pixel list by sorting the original pixel list

{z1, z2, · · · , zn} in ascending order, where zσ(1) < zσ(2) < · · · < zσ(n).

3.1. Four levels of the local smoothness. To exploit as many pixels as possible in
a smooth block, we divide the smoothness of an image block Ok into four levels, and
design adaptive embedding strategy for each level. It is well known that adjacent pixels
are strongly related to each other. Therefore, the local complexity of a block is evaluated
using the variance of the pixels surrounding this block.

For the block Ok of size r × c marked in white in FIGURE. 1 (a), it has (r + c + 1)
adjacent pixels marked in green in FIGURE. 1(a) that forms a set denoted by H. To
evaluate the local complexity more accurately, we incorporate the pixels of Ok that are
not used during data embedment (See the pixels marked in green in FIGURE. 1 (b))
into the set H to form a new set G. The variance of the set G is used to evaluate the
smoothness of the block Ok, which is defined as:

∆=

√∑
k∈{1,2,··· ,r+1} (zk,c+1−µ)2+

∑
k∈{1,2,··· ,c}(zr+1,k−µ)2+

∑
k∈{4,5,··· ,n−3}(zσ(k)−µ)2

r + c+ n− 5
,(12)

where µ is the average value of all the pixels of G. Based on the local complexity, all
the blocks are divided into four levels, namely G0 (∆ > vT ), G1 (vT

2
< ∆ ≤ vT ),

G2(
vT
4
< ∆ ≤ vT

2
) and G3(∆ ≤ vT

4
), where vT is a predefined threshold value. The

smoother the local complexity of a block, the more the embedding capacity is and vice
versa. To this end, four different embedding strategies are designed so that each block
adaptively selects one of four strategies.

Strategy 1: Specifically, ∆ > vT means that the correlations between pixels in the block
are weak, and therefore, the block is excluded from data embedment . And meanwhile,
the block is classified into the set G0.

Strategy 2: A block with vT
2
< ∆ ≤ vT is classified into G1, and it can carry 2 bits

at most by only changing the maximum and the minimum pixels. Taking the maximum
pixel zσ(n) for example to explain its specific embedding process, the prediction error emax

is obtained by using the second largest pixel zσ(n−1) to predict zσ(n). Depending on emax,

zσ(n) is modified via Eq. (3) to yield z
′

σ(n). Similarly z
′

σ(1) is obtained by changing zσ(1)
via Eq. (9) after emin is generated by using zσ(2) to predicting zσ(1).

Strategy 3: If vT
4
< ∆ ≤ vT

2
, then the block belongs to the setG2 and it can be embedded

with 4 bits at most by modifying the largest two pixels and the smallest two pixels.
Specifically, the third largest pixel zσ(n−2) is used to predict the largest two pixels zσ(n−1)
and zσ(n), respectively, to generate two prediction errors e1max ande2max. Afterwards,

z
′

σ(n−1) (or z
′

σ(n)) is embedded with 1 bit of data according to Strategy 2. Similarly,
the third smallest pixel zσ(3) is used to predict the smallest two pixels zσ(1) and zσ(2),

respectively, to generate two prediction errors e1min and e2min. Subsequently, z
′

σ(1) (or

z
′

σ(2)) is embedded with 1 bit of data according to Strategy 2.

Strategy 4: A block having ∆ ≤ vT
4

implies that it has strong correlation and each block
is embedded with 6 bits at most. Note that the detailed embedding process is described
in Strategy 3.
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(a) The pixels of a block are marked in
white while the pixels surrounding the
block are marked in green.

(b) The pixels of a block marked in green represent unmodified pixels of the block.

Fig. 1. A block and its neighborhood.

3.2. 16 block scanning ways. According to Eq. (1), the prediction error emax between
zσ(n) and zσ(n−1) is determined by the original spatial positions σ(n) and σ(n− 1) of two
pixels zσ(n) and zσ(n−1) in a block. To obtain more prediction errors valued 1, we design 16
kinds of different block scanning ways, and obtain the optimal way capable of achieving
the largest inverse number for each block. FIGURE. 2 shows the 16 block scanning ways
for 4× 4-sized-sized block.

For a block of size 4 × 4 as shown in FIGURE. 3, 16 pixels are arranged in ascending
order to get the sorted list {190, 191, 192, 192, 192, 192, 192, 193, 193, 193, 193, 194,
194, 194, 195, 196}. If the 1st block scanning way is adopted to scan this block, the
original positions of 16 sorted pixels are {14, 15, 2, 7, 11, 13, 16, 1, 4, 10, 12, 3, 5, 9, 6,
8}, where σ(16) = 8 and σ(15) = 6. According to Eq. (1), u = 6, v = 8 obtained via
Eq. (2) means emax = −1. Since emax = −1, zσ(16) cannot be used for embedding data.
Similarly, emin = zs − zt = z14 − z15 = 190 − 191 = −1 due to σ(1) = 14, σ(2) = 15,
so zσ(1) is also excluded from embedding 1-bit data. However, if we adopt the 3rd block
scanning way to scan this block, the sorted pixel list is still {190, 191, 192, 192, 192, 192,
192, 193, 193, 193, 193, 194, 194, 194, 195, 196}, but the original positions of 16 sorted
pixels are changed to be {3, 2, 1, 4, 6, 10, 15, 5, 7, 13, 16, 8, 12, 14, 11, 9}. In such case,
σ(1) = 3, ;σ(2) = 2, ;σ(16) = 9, ;σ(15) = 11, and therefore, emin = zs − zt = z2 − z3 =
191− 190 = 1 and emax = zu− zv = z9− z11 = 196− 195 = 1. By adopting different block
scanning way, both zσ(1) and zσ(16) can carry 1-bit data.

3.3. Optimal scanning way. To further increase the embedding performance, the in-
verse number in He et al.’s method is introduced into Weng et al.’s method such that
the optimal scanning way corresponding to the largest inverse number for each block is
determined.

To ensure reversibility, the inverse number must remain unchanged before and after
data embedment . Therefore, we need to utilize some unchanged pixels of a block during
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(1) (2) (3) (4)

(5) (6) (7) (8)

(9) (10) (11) (12)

(13) (14) (15) (16)

Fig. 2. 16 block scanning ways.

data embedment and some pixels surrounding the block for calculating the inverse number
of this block. For example, for a block in G2 since the largest two pixels and the smallest
two pixels are used for data embedment, the remaining r×c−4 pixels remains unchanged,
and therefore, they can be included into the set SI that is used for calculating the inverse
number. In addition, the pixels surrounding the blocks, i.e., the pixels in the right two
columns and bottom two rows of the block, can also be included into the set SI . Finally,
each block scanning way corresponds to one inverse number of the set SI that is calculated
according to Section 2.3. The optimal scanning way corresponding to the largest inverse
number is applied for this block.

3.4. Data embedding process. The following sub-section is used to describe the de-
tailed process of data embedment step by step.

Input: A cover image O of size W ×H, the payload to-be-embedded.
Output: A stego O

′
image of size W ×H.

Step 1: Divide the cover image O into non-overlapping blocks of size r × c.
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(a) The number of prediction errors valued 1 by the 1st scanning way.

(b) The number of prediction errors valued 1 by the 3nd scanning way.

Fig. 3. Comparison of the number of pixels prediction errors at 1 produced by different
scanning ways.

Step 2: According to Eq. (12), the local complexity, i.e., the variance of each block ∆
is calculated, and then the blocks are divided into four categories based on the variance
∆: G0(∆ > vT ), G1(

vT
2
< ∆ ≤ vT ), G2(

vT
4
< ∆ ≤ vT

2
), G3(∆ ≤ vT

4
).

Step 3: For a block Ok in G1 ∪ G2 ∪ G3, it is scanned using one of 16 scanning ways
in Section 3.2, and the corresponding inverse number is calculated according to Section
3.3. 16 scanning ways generate 16 inverse numbers, and the optimal way corresponding
to the largest inverse number is applied to scan the block Ok for generating a pixel list
{z1, z2, · · · , zn}. Then, it is sorted in ascending order to generate the sorted pixel list{
zσ(1), zσ(2), · · · , zσ(n)

}
. For one block in G1, its maximum and minimum pixels, namely

zσ(1) and zσ(n) are modified using IPVO to carry 2 bits of data at most. One block of G2

can be embedded with 4 bits by modifying the largest two and the smallest two pixels.
In contrast, for a block of G3, the largest three and the smallest three pixels are modified
according to IPVO to carry 6 bits at most.

Step 4: Overflow or underflow occurs when the pixels valued 0 or 255 may exceed the
range of [0,255] after data embedment . Therefore, a location map is created to record
the locations of pixels valued 0 or 255 during data embedment . Afterwards, the location
map is compressed losslessly to generate its compressed version LM . To avoid overflows
or underflows, the values of pixels valued 0 are modified to 1 while the values of pixels
valued 255 is modified to 254.

In addition to the to-be-embedded data, the auxiliary data denoted by A are also
needed to be embedded into the cover image, where the auxiliary data A are composed of
the block width r and the block height c, the threshold vT and the compressed location
map LM .

After a small part of the payload is embedded into the first bH/cc blocks in the raster
scan order according to Step 4 to a temporary image It, the first |A| pixels of It in the
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raster scan order are used for carrying the A, where |A| is the length of A. Specifically,
the LSBs (least significant bits) of the first |A| pixels are collected and replaced by A,
and the collected LSBs form a bit stream B. B along with the rest of the payload are
embedded into the remaining blocks using Weng et al.’s method. After all the blocks are
modified, the stego image is generated.

3.5. Data extraction and image restoration. Data extraction and image restoration
are processed using six steps.

Step 1: Extraction of auxiliary information.
The LSBs of the |A| pixels are extracted according to the raster scan order to obtain

the block width r and the block height c, the threshold vT and the compressed map LM .
Step 2: Divide the stego image into non-overlapping blocks of size r × c.
Step 3: Smoothness classification of blocks.
The blocks are extracted according to the reverse order of the embedding process. For

each block O
′

k, the variance ∆k is calculated via Eq. (12), and then, it is classified into
one of the following four classes G0, G1, G2, or G3 by comparing ∆k with the threshold
vT . If the block belongs to G0, it remains unchanged.

Step 4: Scanning way determination.
Referring to the description in Section 3.3, we calculate 16 inverse numbers of one block.

The scanning way corresponding to the largest inverse number is the optimal one.
Step 5: Data extraction.
O

′

k ∈ G1 implies that only the maximum and minimum pixels of a block are modified
during data embedment . Therefore, taking the stego maximum pixel z

′

σ(n) for example

to illustrate the detailed extraction process, the prediction error e
′
max is calculated via

Eq. (1) by using the second largest pixel zσ(n−1) to predict z
′

σ(n). Based on e
′
max, one bit

is extracted from e
′
max according to Eq. (6), and zσ(n) is restored according to Eq. (5).

Similarly, zσ(1) is retrieved by Eq. (11) and one bit are extracted via Eq. (10) after the

prediction error e
′
min is obtained using the second smallest pixel to predict the minimum

pixel.
If O

′

k ∈ G2, then the block contains 4 modified pixels, i.e., the largest two pixels and
the smallest two pixels. For the largest two pixels, the third largest pixel zσ(n−2) is used

to predict the largest two pixels z
′

σ(n−1) and z
′

σ(n), so that two prediction errors e
′
1max and

e
′
2max are generated. Depending on e

′
1max or e

′
2max, one bit is extracted via Eq. (6), and

meanwhile, zσ(n−1) or zσ(n) are retrieved according to Eq. (5). Similarly, zσ(1) and zσ(2)
can be completely retrieved.

Similarly, if O
′

k belongs to G3, six pixels including the largest three pixels and the
smallest three pixels are needed to be retrieved. The detailed data extraction and pixel
restoration process can refer to that of G2.

Step 6: Image recovery.
The extracted data bits are separated into two parts: the stream B and the payload.

The LSBs of the |A| pixels of the first d|A| /512e rows are recovered by B replacement.
Then, both the cover image and secret data are recovered.

4. Experimental results. In this section, we use ten 512 × 512-sized test images in-
cluding Barbara, Airplane(F-16), Lena, Sailboat, Baboon, Peppers, Milkdrop, Woman,
Wine, Zelda to illustrate the performance of the proposed method.

FIGURE. 5 shows the PSNR comparison of the 10 images at different payload size.
It is clearly observed that Baboon performs the worst among all images while Woman
performs the best. This is because Baboon is a strongly textured image, and contrastingly,
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(a) Barbara (b) Airplane
(F-16)

(c) Lena (d) Sailboat (e) Baboon

(f) Peppers (g) Milkdrop (h) Woman (i) Wine (j) Zelda

Fig. 4. Ten test images.
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Fig. 5. Performance comparison of the proposed method for ten test images.

Woman is a highly smooth image. FIGURE. 5 indicates that the higher the smoothness
of an image, the better the embedding performance is.

In addition, we implement performance comparison among several methods including
Weng et al.’s method [40], Ou et al.’s method [41], IPVO [38], Sachnev et al.’s method [34]
and our proposed method. As shown in FIGURE. 6, for five images, namely Barbara,
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(b) Airplane(F-16)
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Fig. 6. Performance comparisons between the proposed method and the four compared
methods including Weng et al. [40], Ou et al. [41], Peng et al. [38], Sachnev et al. [34].

Airplane(F-16), Lena, Sailboat, Peppers our method is superior to Ou et al.’s method,
IPVO, Sachnev et al.’s method. No matter what the local complexity is, IPVO modifies
indiscriminately the maximum and minimum pixels such that each block is uniformly
embedded with 2 bits at most. In contrast, our method divides all blocks into four
categories according to the local complexity, and adaptively embeds data into blocks
located in different smooth regions. For example, each block located in the smoothest
regions can be embedded with 6 bits at most, while the block located in the least smooth
region is only embedded with 2 bits at most. In addition, we choose the optimal block
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scanning way from 16 different block scanning ways for each block so that the number
of prediction errors valued 1 are largely increased. Therefore, our method can not only
improve the embedding capacity, but also have satisfactory image quality. Sachnev et al.’s
method introduces the sorting technique to select preferentially smooth prediction errors
produced by the rhombus predictor for embedding data. However, since the rhombus
predictor is weaker than IPVO, the performance of Sachnev et al.’s method is inferior to
that of Weng et al.’s method, Ou et al.’s method, IPVO and the proposed method. In
Ou et al.’s method, the smooth blocks satisfying zσ(n−3) > zσ(n−2) = zσ(n−1) = zσ(n) may
not be utilized for data embedment, while our method can embed up to 6 bits into these
smooth blocks.

Weng et al.’s method needs to adopt a two-layer embedding strategy to obtain the
given embedding capacity, leading to high computational complexity. To decrease the
computational complexity, our method only adopts one single embedding strategy of Weng
et al.’s method. By combining 16 block scanning way into the single embedding strategy,
the proposed method achieves comparable or even better embedding performance than
Weng et al.’s method for five test images containing Pepper, Barbara, Airplane(F-16),
Lena and Sailboat(see FIGURE. 6 for more details). For smooth images like Pepper, the
proposed method can obviously increase the number of prediction errors valued 1. For
complex images like Baboon, due to weak correlation between two adjacent pixels, it is
very difficult to increase the number of prediction errors. However, Weng et al.’s method
can provide more smooth blocks for embedding data by means of two-layer embedding
strategy. Therefore, for Baboon, Weng et al.’s method outperforms the proposed method.

5. Conclusions. In this paper, unlike that Weng et al. adopt the same scanning way for
all blocks, our method can choose the optimal scanning way from 16 different scanning
ways for each block. On the other hand, our method adopts adaptive embedding strategy
for blocks with different smoothness, and thus, our scheme achieves higher embedding
capacity and better image quality compared with several existing schemes.
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