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Abstract. There are many factors may affect human health, such as diseases and par-
asite infections. When scientists are fighting viruses, bacteria and parasites, they need
to observe the influence on cells. By using the traditional method to identify cells, the
test results may have errors because of human factors. One image processing technology
together with deep learning algorithm is proposed in this paper, which can identify cells
accurately and does not affect by environment and noise. This algorithm is proposed to
segment and identify the cells. Based on the experimental results, the Mask R-CNN has
better performance than other architectures for target recognition. Therefore, the Mask
R-CNN architecture is proposed to identify the cells in this paper.
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1. Introduction. In order to find the source of diseases, scientists need to observe the
influence on cells. The traditional recognition methods are easily interfered by noise
and human factors. In recent years, the neural network algorithm is applied to image
processing [1-3], which can achieve much better results for image recognition. There
are some methods for target detection and identification in the reference articles, which
usually applied the neural network or the convolutional neural network (CNN) [4-5]. For
example, the R-CNN algorithm was presented in [6], the faster R-CNN algorithm was
presented in [7], the YOLO v1 was presented in [8], the YOLO v2 was presented in [9],
and etc.

The convolutional neural network (CNN) is a fundamental algorithm of deep learning
which is an extended architecture of neural networks [4-5]. There are three layers in a
CNN algorithm which are convolution layer, pooling layer and fully connected layer. The
CNN algorithm can make a good advantage for image detection and recognition. Some
other extended research algorithms such as Alex Net, VGG16, ResNet50, and ResNet101
are studied by researchers and have published in articles [10-12]. However, the neural
network algorithm which is applied for image processing usually needs pre-processing for
the input data. Following the pre-processing, the training and identification processes are
necessary. In the pre-processing, the system needs to segment the object one by one and
then resizes them to the same size. The efficiency of this kind of algorithm is not quite
well. In this paper, one better algorithm is proposed for image detection and recognition,
which is Mask R-CNN method [10-11]. It does not need additional processing of the
image in this algorithm. This algorithm can identify the target on original image and it
has better accuracy also. Therefore, the Mask R-CNN method is a good choice to identify
the cells in image processing algorithm.

Plasmodium is a parasite whose hosts are humans. This kind of disease infects about
two hundred million people every year and four hundred thousand people will die. It
affects human health very much. The traditional discrimination method for plasmodium
is observed by using the microscope after staining cells. If the scientists use the traditional
method to identify the plasmodium, it may cause errors because of the human factors.
The image processing together with deep learning algorithm is a better method, which
can identify objects accurately without being affected by the noise. In this paper, the
Mask R-CNN algorithm is proposed to segment and identify the plasmodium. The cells
infected by plasmodium can be selected and identified by using the proposed algorithm.
And then, the infected person can be further treated in hospital. The scientists can
observe the changes of the infected cells during the treatment also.

There are two problems to identify plasmodium in human cells. The first problem is that
the identification rate of cells infected by plasmodium is low. The second problem is that
if the rate of overlap cells is too high or the background is too complexed, the recognition
rate will be low also. In order to solve these two problems, much more sampling data of
cells infected by plasmodium is necessary. However, the sampling data of cells infected
by plasmodium is very hard to be obtained. One easier method is to generate the data
by computer, but the data generation is not easy also. Because we need to cut the cells
which infected by the plasmodium first, and then we need to synthesize the cut cells one
by one among the thousands of input data. Different backgrounds will be involved in the
process of image synthesis also. After the synthesis process is completed, the marked data
needs to be enhanced. If the overlap rate of cells is too high, the recognition rate will be
affected. This problem can be solved by increasing the coverage region of the data, which
means to increase the amount of database for high overlap images. The traditional image
processing is hard to solve this kind of problems. It needs an extended image processing
algorithm such as neural networks together with deep learning algorithm. In this paper,
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the Mask R-CNN method is proposed for image detection and recognition. Because it
does not need additional processing of the image in this algorithm. This algorithm can
identify the target on original image and it has high accuracy also.

The rest of this paper is arranged as follows. The system algorithm proposed in this
paper is described in the second section. The third section is the experimental test. In
this section, the experimental results by using the proposed algorithm are presented. The
conclusion is presented in the last section.

2. System Algorithm. In this paper, the Mask R-CNN method is proposed for image
detection and recognition, which does not need additional processing to deal with the
images in this algorithm. There are three processes in this algorithm. At first, the
ResNet101 is used in feature pyramid network (FPN) architecture as the backbone. It uses
residual learning to reduce the vanishing of gradient caused by layers in the network [12-
13]. Secondly, the region proposal networks (RPN) is proposed to classify the background
and modify the bounding box. At last, the ROI-Align architecture which is a region
extraction method is proposed to identify the proposal target and refine the bounding
box again. Based on the proposed method, the cells infected with plasmodium can be
selected.

The architecture of Mask R-CNN network is shown in Figure 1 and its flowchart is
shown in Figure 2. This algorithm can be divided into three parts which are FPN,
RPN and ROI-Align architecture. At first, the input image is resized as a fixed size,
and then the preliminary feature image is trained in this algorithm. In this process,
the FPN network architecture is conducted. The preliminary feature maps are added to
the following layers and the anchor frames can be found from these feature maps. After
performing the preliminary RPN network process, the background image is removed. The
rest image samples are performed as a preliminary boundary regression. After ROI-Align
process, the system conducts a process to remove the background one more time and to
perform the boundary regression again.
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Figure 1. The architecture of Mask R-CNN network

In this algorithm, the cell image is resized to 1600x1600 (pixels), and then let the
image rotate 90 degrees, 180 degrees and 270 degrees respectively. And then the image
processing algorithm is conducted for image enhancement and put it into the backbone
for training. In this algorithm, the FPN architecture applies ResNet101 as the backbone.
The system uses residual learning to reduce the vanishing of gradient caused by layers in
the network. The RPN proposes anchor bounding box and refines the bounding box also.
Finally, the head architecture re-identifies the proposal targets and refines the bounding
box again. The more detail processes are presented as follows.

FPN Network: The preliminary feature is trained in FPN network and it will produce
four different sizes of feature maps which are P2, P3, P4 and P5. The overall architecture
diagram of the FPN network is shown in Figure 3. C1 is the resized input data. After
computing the convolution with C1 in different layers, it will produce different feature
maps which are C2, C3, C4 and C5. P5 is obtained by computing 1x1 convolution with
C5. The feature maps of P2, P3 and P4 can be obtained by computing the convolution
following the architecture of FPN network.
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Figure 2. The flowchart of Mask R-CNN network

Target frame extraction process: There are many different objects in a feature map,
therefore the target must be selected before training process. The purpose of anchor is to
select the targets by using different frame on the feature map. Therefore, a feature map
will contain a large number of anchor frames. The system will select 6000 higher score’s
anchor frames first. And then, the system will set a threshold to select 128 anchor frames.
The anchor frames are divided into three types which are positive anchor, negative anchor,
and neutral anchor. The effective anchor frames are positive anchor and negative anchor.
In the training process, the ratio of positive anchor and negative anchor is 1:2 for training.
The selected positive anchor contains the trained targets which is shown in Figure 4. The
negative anchor is the background part which is shown in Figure 5.
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Figure 3. The architecture of FPN network

Figure 4. Positive anchor frames

The architecture of RPN network: The flowchart of region proposal network
(RPN) is shown in Figure 6. The feature maps are the output of FPN network, which are
P2, P3, P4 and P5. At first, the RPN network computes a 3x3 convolution for the input
data. And then, it divided into two 1x1 convolution computation branches. The left-hand
side branch has 30 channels and the right-hand side branch has 60 channels. Following
the computation algorithm shown as Figure 6, the proposed region can be selected. The
frames in RPN layer will be made the first time classification and frame correction. The
classification is divided into foreground and background. If the frame that is judged to be
the background, it will be discarded. The proposed bounding box of RPN network will be
the input of ROI-Align network. The size of the frame will be 7X7 (pixels) in ROI-Align
network. In ROI-Align network, the system will perform the second time classification
and frame correction after two fully connected layers. The classification is divided into
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Figure 5. Negative anchor frames

foreground and background. If the frame that is judged to be the background, it will be
discarded also. It is quite closed to ground truth after the second time frame correction.

Figure 6. The flowchart of region proposal network

3. Experimental results. The experimental results are presented in this section. The
database used in this experiment is Malaria Bounding Boxes, which is an open source
malaria cell on Kaggle [14]. There are two types of classification targets which are infected
cells and normal cells. The input initial image is shown in Figure 7(a), and every infected
or normal cells need to be made a mask. A schematic diagram of the mask is shown in
Figure 7(b).

The mask on the image is shown in Figure 8. The system puts the data into the
network for following process. After the FPN network layer, five kinds of feature maps
with different sizes will be formed. And put them into the RPN layer. The purpose of
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(a) (b)

Figure 7. Input image

the RPN layer is to make the target extraction, which is carried out under different size
feature maps. The anchor frame is shown in Figure 9. This frame can be used to detect
the targets. In the RPN layer, the frame is divided into foreground and background. If
the frame is judged to be a background, then it will be discarded. After entering the
ROI Align layer, the size will be adjusted to the same size. And then, the system makes
the second time classification and frame correction. The classification is still divided into
foreground and background. If it is a background and it will be discarded also. After the
second frame correction, the result is quite close to ground truth. The training loos curve
is shown in Figure 10.

(a) (b)

Figure 8. The mask on the image

Figure 9. Anchor frame

The test and prediction result is shown in Figure 11. In the Figure, the red box is
the prediction box, and the green box is the ground truth. Based on the experimental
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(a) (b)

(c) (d)

Figure 10. The training loos curve

results, the accuracy of cell prediction is quite well. But if the cell overlap rate is high,
the difficulty of predicting will be increased. The problem can be solved by using more
sample data which is in different environments and it needs to do data enhancement also.
The accuracy of test results is shown in Table 1. Based on the experimental results, the
test accuracy of using ResNet101in FPN network is better than that of using ResNet50.

Figure 11. The test and prediction result

4. Conclusion. In this paper, the Mask R-CNN algorithm is proposed to cell detection
and recognition. Based on the experimental results, the proposed method can identify
objects accurately without being affected by environment noises. The cells infected by
Plasmodium can be selected out. After identifying the plasmodium, the infected person
can be further treated in the hospital. The system chooses Res-Net as the basic structure
of backbone in the network. However, if the Res-Net network has too many layers,
it may cause the training gradient to disappear and may cause the training results to
diverge. Therefore, the residual learning structure is applied to the structure to converge



410 C.C. Lin, J.X. Liao, M.S. Chiu, M.T. Yeh, Y.N. Chung and C.H. Hsu

Table 1. The test accuracy

backbone AP AP
[val.] [test]

Mask R-
CNN

ResNet50 0.49 0.51

Mask R-
CNN

ResNet101 0.54 0.53

the network. Based on the experimental result, the accuracy of choosing ResNet101
as a backbone will be better than that of ResNet50 for FPN network. Based on the
experimental results, the cells can be effectively identified and the bounding box can be
effectively predicted.
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