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Abstract. Automatic Essay Scoring (AES) is one of the significant and challenging
research topics in the Natural Language Processing(NLP) area. However, existing AES
models majorly consider features derived from vocabulary while failing to integrate sen-
tence and chapter information from multi-level perspectives. In this study, we proposed a
multi-level feature fusion model, which was used to capture the multi-level features from
different perspectives to improve the accuracy of scoring. Our model consisted of three
components to respectively capture the vocabulary-level, sentence-level, and chapter-level
features, which were then fed into a CNN and BiLSTM network for the final essay scor-
ing. The results show that the proposed model outperforms a set of state-of-the-art AES
models on the dataset of the Kaggle Automated Student Assessment Prize (ASAP) com-
petition. The average Quadratic Weighted Kappa (QWK) value reaches 0.816, which
verifies the efficacy of the model in the task of automated essay scoring.
Keywords: Automated Essay Scoring, Feature Fusion, Natural Language Processing,
BiLSTM, CNN

1. Introduction. AES is a natural language processing technology that uses linguistics,
statistics and artificial intelligence to automatically score essays. It has become one of the
hot research topics in the field of education. Since it was proposed in the middle of the
last century [1], AES has been gradually applied to some large-scale language tests, such
as the College English Test (CET) and the Graduate Record Examinations (GRE). AES
can make up for the shortcomings of manual grading from the perspectives of teachers
and students. On the one hand, AES can avoid the influence of human factors on the
scoring results and reduce the marking workload; On the other hand, AES can enable
students to get effective feedback timely and recognize their gaps.

The scoring results are influenced by various features. By sorting through previous
studies, essay features can be majorly divided into the following categories: length-based
features, readability features, embeddings features, part of speech features. The core
idea of length-based features is that writing is usually required to be completed within
a specified time. Therefore, counting the number of words, characters, etc., in the es-
say text effectively assesses the author’s writing skills and thus reflects the quality of
the essay. Readability features use a quantitative approach to evaluate the coherence
between sentences and the ease of reading the utterance itself. Embeddings features are
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usually based on word vector embedding representations, and the extraction of features
is performed using neural networks. For example, Beseiso et al. [2] used the RoBERTa
language model combined with BiLSTM to score essays, respectively. Wangkriangkri
et al. [3] explored Global Vectors for Word Representation (GloVe), Embeddings from
Language Models (ELMo), and Bidirectional Encoder Representations from Transform-
ers (BERT) and combined them with LSTM for AES, and compared the effectiveness of
combining various word vector embeddings and neural networks. Part of speech features
mainly reflect the standard of the essay by the number of different part of speech words
in the essay [4]. In an essay, many nouns, verbs, adjectives, and adverbs are used, and
the statements of the essay tend to be more vivid and full. The number of nouns, verbs,
adjectives, and adverbs in the essay is counted, and the number of words in the part of
speech category is used as a feature to measure the quality of the essay.

Only using the features of the above categories cannot comprehensively evaluate the
pros and cons of the essay. In the actual scoring process, the basis for the essay score is
mainly given around the three levels of vocabulary, sentence and chapter [5]. Therefore, it
is crucial to use different levels of features to score essays. According to the different mean-
ings of essay features, Essay features can be grouped into three levels: vocabulary-level
features, sentence-level features, and chapter-level features. For example, length-based
features and part of speech features can measure the vocabulary richness of the essay, so
these two types of features are grouped into the vocabulary-level features. Readability
features mainly quantify the articulation between sentences and the ease of reading the
sentences themselves. Therefore, the readability features are grouped into the sentence-
level features.

This study proposes a multi-level feature fusion AES model. The model uses CNN to
extract local information at the vocabulary-level and sentence-level, and uses BiLSTM
to extract global information at the sentence-level and chapter-level, and integrates the
above information to predict essay scores. The contributions of this study are as follows.

• From a multi-level perspective, CNN and BiLSTM are used to extract the local and
global information of the essay from different levels of features, respectively.
• A descriptive analysis of the different levels of features is conducted to analyze in

detail their impact on essay scoring results.
• Experiment results demonstrate that our model achieves the best average QWK

value and outperforms other state-of-the-art AES models almost on each subset.

2. Related Work. In recent years, with the increasing maturity of natural language
processing technology, AES has become a popular direction of research in this field. Ac-
cording to the different approaches to achieving AES, this section reviews the available
research results from the perspectives of machine learning, deep learning, and approaches
that integrate feature engineering and deep learning.

In machine learning area, research on the AES has focused on feature engineering-
based machine learning models [6, 7, 8, 9, 10]. Peter et al. [11] considered AES as a linear
regression problem, and four categories of vocabulary-level manual features were extracted
from the essays to complete the scoring of the essays by Bayesian Ridge Regression (BRR).
The validity of the vocabulary-level features was experimentally demonstrated. Mahana
et al. [12] extracted several features (total number of words, number of sentences, etc.)
from the essays. They used not only a linear regression model to learn these features
but also a Forward Feature Selection Algorithm (FFSA) to obtain the best-rated feature
combinations. To investigate the effect of different features on scoring results, Zesch et
al. [4] classified essay features into strong and weak dependency group features and used
supervised machine learning models to learn the features, and found that features of the
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same type worked better when trained together. Chen et al. [13] used Listwise Learning
to Rank algorithm while combining linguistic and statistical features for AES. Trung et
al. [14] proposed to use Bayesian algorithm and MapReduce model to predict students’
learning ability according to their academic achievements.

With the rapid development of deep learning, deep learning methods based on neural
networks have achieved many research results in many research fields [15, 16]. In the field
of AES, researchers usually use word embeddings combined with neural networks to score
essays [17, 18]. Alikaniotis et al. [19] used a combination of word vectors and multiple
neural networks to score essays, and then compared and analyzed the scoring results and
finally found that the best results were achieved based on the BiLSTM model. Dong et
al. [20] constructed a hierarchical CNN model with an upper layer representing the essay
structure based on sentences representation and a lower layer representing the sentence
structure, by which some high-level and abstract information of the essay was extracted.
Tay et al. [21] proposed a new SkipFlow mechanism that could effectively alleviate the
lack of LSTM memory capacity for learning discourse coherence of long texts by modeling.

Although many neural network-based scoring models have achieved advanced results,
these models can be further improved by merging manual features obtained through fea-
ture engineering [22]. Liu et al. [23] developed a Two-Stage Learning Framework (TSLF),
which combines manual features and deep coding features for AES. To effectively combine
manual features with word vector-based text representations, Dasgupta et al. [24] pro-
posed that using neural networks can augment manual features and achieve AES by using
Convolution Recurrent Neural Network to train manual features and text representations
separately.

As more and more features are used for the training of scoring models, it is inevitable
that features of different properties (i.e. local and global) appear simultaneously in the
same model. Due to the different data characteristics applicable to different neural net-
works, the scoring model using only a single neural network cannot simultaneously train
the influence of local and global features of the essay on the scoring results. It is found
that when marking essays, teachers’ attention to vocabulary, sentence, and chapter in
essays is cascading. Therefore, this study focuses on the different data features applicable
to different neural networks and proposes a multi-level automatic scoring model for essays
based on vocabulary, sentence, and chapter from the perspective of the actual assessment
of essays by teachers.

3. Multi-level Feature Fusion for Automated Essay Scoring. As shown in Figure
1, this study proposes a multi-level feature fusion AES model. At the vocabulary-level, we
extract features representing the richness of the vocabulary used in the essay, and use CNN
to obtain the local information of the vocabulary. At the sentence-level, for the readability
features between sentences, local information of sentences is obtained through CNN. The
Word2Vec is used to obtain the sentence representation, and the global information of
the sentence is obtained by BiLSTM. At the chapter-level, the topic vectors are extracted
using Latent Dirichlet Allocation (LDA), the semantic vectors are extracted using Latent
Semantic Analysis (LSA), and the composition vectors are extracted using Doc2Vec. The
global information at the chapter-level is obtained using BiLSTM after combining the
above three. Finally, the above three levels of information are blended to predict the
essay’s score.

3.1. Extraction of vocabulary-level features. The quality of a student’s essay is
closely related to the vocabulary in the essay. The vocabulary-level features can reflect
the language skills of the students to a large extent and can also reflect the richness of
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Figure 1. The architectures of the multi-level feature fusion framework

the essay content to a certain extent [11]. The selection of appropriate vocabulary-level
features is an important factor that affect the performance of the essay scoring model [13].
The vocabulary-level features are shown in Table 1.

Length-based features are one of the most important feature types for AES, as length
is positively correlated with an essay’s score [22, 25]. These features code the length of
an essay based on the number of words or characters in the essay.

Part of speech features contain a number of various vocabulary forms such as nouns,
verbs, adjectives, adverbs, etc. These features are good indicators for testing vocabulary.
Likewise, they can be used as basic indicators for phrasing [12].

Punctuation features are essential indicators of a well-structured and well-organized es-
say [12, 26]. The use of various punctuation marks can help express the author’s thoughts
and feelings.

Table 1. Vocabulary-level features

Feature Type Description Examples
Length-based
features

the basic structure of essay length ‘word count’,‘token count’,
‘unique token count’,‘nostop count’

Part of speech
features

information on the richness or di-
versity of students’ vocabulary

‘noun’,‘adj’,‘pron’,‘verb’,‘cconj’,‘adv’,
‘det’,‘propn’,‘num’,‘intj’,‘ner count’

Punctuation
features

extraction of punctuation marks
for essays

‘comma’,‘question’,‘exclamation’,
‘quotation’

3.2. Extraction of sentence-level features. The score of the essay is the result of
a multi-faceted comprehensive measure. Not only the vocabulary usage of the essay
needs to be considered, but the sentence-level features of the essay are also an important
aspect. Sentence-level features are mainly reflected in the word vector representation and
readability features.
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For the word vector representation of sentences, firstly, the essay is divided into sen-
tences. Secondly, the Word2Vec model is used to sum and average the word vectors
corresponding to each word in the sentence to represent the essay content. Suppose the
word vector of word w is f(w), then:

G(d) =
1

n

n∑
i=1

f(wi) (1)

where G(d) is used to represent the vector of essay d, n is the number of words contained
in d.

Using the Word2Vec model to construct sentence text, this treatment only considers
the average semantics of the sentences as a whole. It ignores the effect of the articulation
between sentences on the semantics of the text. Therefore, the above problems can be
effectively remedied by adding readability features. So this study adds readability features
to Word2Vec to construct sentence text representations.

Readability features indicate the difficulty of the essay reading [27]. In a good essay,
the writer should demonstrate various sentence structures and excellent cohesion between
sentences [22]. Readability features are usually measured using four types of readability
criteria: Readability grades, Sentence info, Word usage, and Sentence beginnings. The
readability features are shown in Table 2.

Table 2. Readability features

Feature Type Description Examples
Readability gradesreadability index ‘Kincaid’,‘ARI’,‘Coleman Liau’,‘LIX’,

‘FleschReadingEase’,‘FleschReadingEase’,
‘GunningFog’,‘SMOG’,‘RIX’,‘DaleChall’

Sentence info information about the sentence ‘characters word’,‘syll word’,‘wordtypes’,
‘words sentence’,‘words’,‘sentences’,
‘sentences paragraph’,‘complex words’,
‘type token’,‘characters’,‘syllables’,
‘paragraphs’,‘long words’,‘complex dc’

Word usage lexical features on sentence coher-
ence indicators

‘tobeverb’,‘auxverb’,‘conjunction’,
‘pronoun’,‘preposition’,‘nominalization’

Sentence beginningssentence-to-sentence articulation
index

‘noun’,‘interrogative’,‘paper’,‘preposition’,
‘subordination’,‘conjunction’

3.3. Extraction of chapter-level features. The LDA topic model can give the topic of
each essay in the form of a probability distribution, which cannot represent the features
of the entire chapter-level [28]. To solve this problem, this study integrates the three
models of LDA, LSA, and Doc2Vec to extract the chapter-level features of essays more
comprehensively.

The topic probability distribution of the text can be obtained based on the LDA topic
model, and it can be extracted as the topic features of the text. Given the set of essays
D = d1, d2, ..., dn, in mining the topics t1, t2, ..., tm, where the probability distribution of
any word wi,j under topic ti is θi,j, the top α words with the highest probability under
each topic are selected, and the probability distribution λi,j of the words is recalculated
according to Equation (2), based on which the topic vector v(t1), ..., v(tq) can be obtained
by Equation (3).
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λi,j =
θi,j∑α
1 θi,j

(2)

v(ti) =
α∑
j=1

λi,jv(wi,j) (3)

LSA maps words and chapters to the latent semantic space, thus removing some “noise”
from the original vector space and improving the accuracy of information retrieval. A large
collection of essays is statistically analyzed to extract the meaning of the words in the
context of use. Technically, the influence of synonyms and polysemous words is eliminated
by processing such as SVD decomposition, and the accuracy of subsequent processing is
improved. LSA focuses on mining the contextual semantics of chapters by decomposing
the matrix between words and texts. The word-text matrix is represented using the
product of the word-topic matrix T and the topic-text matrix Y . The word-text matrix
can be represented by Equation (4).

v(xi) = Ti × Yi (4)

LDA and LSA models can mine the relationship between topic and context in a chap-
ter from the global but ignore the semantic information of the chapter as a whole.
In contrast, the Doc2Vec model compensate for the above disadvantages. The essay
set D = d1, d2, ..., dn is trained under the Doc2Vec model to obtain the word vectors
v(w1), ..., v(wn) and the paragraph vectors v(p1,1), ..., v(pn,rn), which w1, w2, ..., wN rep-
resents the words in the vocabulary and p1,1, ..., pn,rn represents the chapter paragraphs.
Then the composition vectors are calculated by Equation (5), where s is the number of
paragraphs in the essay text.

v(di) =

∑s
j=1 pi,j

s
(5)

Finally, the topic vectors, the semantic vectors, and the composition vectors are used
as the chapter-level features.

3.4. CNN and BiLSTM model. CNN can be used both to extract relationships be-
tween local features and to mine new feature information through fusion between features
to enhance the original features. Based on the above advantages of CNN, this study uses
CNN to train vocabulary-level features with sentence-level readability features. CNN has
two main operations: convolution and pooling. The convolution layer uses a number of
sliding windows of size k × h to convolve the input essay feature matrix from different
levels, i.e.

ci = f(w ·Xi:i+h−1 + b) (6)

where ci denotes the i eigenvalue, f(·) is the convolution kernel function, w ∈ Rhk is the
filter, h is the sliding window size, and b is the bias value. Xi:i+h−1 denotes the local
eigenmatrix consisting of the i row to the i+ h− 1 row.

In the pooling layer, this study uses the maximum pooling method to take the maximum
value of each vector of the output of the convolutional layer to extract the most important
essay feature information and then connect them into a vector to get the output of the
pooling layer. The maximum pooling approach automatically extracts the most useful
essay features using neural networks.

C = [c1, c2, c3..., cn−h+1] (7)

ĉ = max {C} (8)
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Among the current deep models, the LSTM model is widely used in various fields
because of its ability to effectively utilize long-distance dependency information in se-
quence data [29]. The advantage of BiLSTM is that bi-directional LSTM can use both
past moment and future moment essay information and predict the final essay score
more accurately than one-way LSTM. In the vector representation of sentence-level and
chapter-level features, the bi-directional LSTM model can capture the complete seman-
tic information at the sentence-level and chapter-level by combining forward-layer LSTM
and backward-layer LSTM. Therefore, for the features of the semantic level of sentences
and chapters, this study chooses BiLSTM training. In the LSTM model, each neuron
contains three gates, namely the forgetting gate, input gate and output gate, to protect
and control the information state [30, 31, 32]. The calculation formula is as follows.

it = σ(Wi · xt + Ui · ht−1 + bi) (9)

ft = σ(Wf · xt + Uf · ht−1 + bf ) (10)

c̃t = tanh(Wc · xt + Uc · ht−1 + bc) (11)

ct = it ◦ c̃t + ft ◦ ct−1 (12)

ot = σ(Wo · xt + Uo · ht−1 + bo) (13)

ht = ot ◦ tanh(ct) (14)

where xt is the input vector at moment t. Wi,Wf ,Wc,Wo and Ui, Uf , Uc, Uo are the weight
matrices, and bi, bf , bc, bo are the bias terms. The symbol ◦ denotes the matrix algorithm,
and σ denotes the sigmoid function.

In AES, to fully use the contextual information of sentence and chapter texts, BiLSTM
would be used, a combination of two LSTM models with opposite temporal order.

−→
ht =

−−−−→
LSTM(xt) (15)

←−
ht =

←−−−−
LSTM(xt) (16)

Ht = 〈
−→
ht ,
←−
ht〉 (17)

where
→
ht and

←
ht are hidden layers,

→
ht aims to obtain the forward essay semantic infor-

mation by forward LSTM, and
←
ht aims to obtain the reverse essay semantic information

by backward LSTM. Ht is the semantic feature of the essay.

4. Experimental setup. In this study, we used the publicly available dataset of the
Essay Scoring Contest on Kaggle, an international data mining platform, and used 5-fold
cross validation on the ASAP training data for evaluation. The specific information of
the essay set is shown in Table 3.

The quadratic weighted kappa (QWK) chosen in this study to evaluate the performance
of the model was a consistency test to assess whether the scores derived from the model
were consistent with the actual scores. Assuming that the score of the essay can be divided
into N grades, the calculation formula of QWK is as follows:

QWK = 1−
∑

i,jWi,jOi,j∑
i,jWi,jEi,j

(18)

wi,j =
(i− 1)2

(N − 1)2
(19)
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Table 3. Statistical results based on the essay dataset

Essay Grade Number Word count Score range Genre
1 8 1783 350 0-12 Explanatory Es-

say
2 10 1800 350 0-6 Explanatory Es-

say
3 10 1726 150 0-3 Material Essay
4 10 1772 150 0-3 Material Essay
5 8 1805 150 0-4 Material Essay
6 10 1800 600 0-4 Material Essay
7 7 1569 250 0-30 Explanatory Es-

say
8 10 723 650 0-60 Explanatory Es-

say

where O is the n order histogram matrix, Oi,j denotes the number of essays with actual
score i and model score j, Wi,j denotes the quadratic weighting matrix based on the dif-
ference between actual and model scores, and Ei,j denotes the product of the probabilities
of having actual score i and model score j.

In the model training process, in order to improve the model prediction performance
and generalization ability, after many experiments and debugging, the parameters shown
in Table 4 are selected.

Table 4. Model parameters

Level Parameter name Parameter value
vocabulary-level CNN hidden unit dimension 64
sentence-level CNN hidden unit dimension 64

BiLSTM hidden unit dimension 64
chapter-level BiLSTM hidden unit dimension 128

Dropout rate 0.2
Epochs 200
Batch size 128

5. Baseline methodology and implementation details. H1-H2 represented the re-
sults scored by 2 manual raters.

BLRR [11] modelled the automatic essay scoring task as a regression problem and used
Bayesian Ridge Regression as the learning algorithm.

CNN+LSTM [33] proposed a model that did not require any feature engineering but
was based on recurrent neural networks to learn the relationship between an essay and
was specified score.

LSTM-CNN-att [34] built a hierarchical sentence-document model to represent essays,
using attention mechanisms and neural networks to automatically determine the relative
weights of words and sentences and to learn essay representations.

RL1[35] used a reinforcement learning model that used a classification approach for
scoring.
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SKIPFlOW [21] proposed a unified deep learning architecture to generate neural co-
herence features in an end-to-end manner.

HISK+BOSWE [36] proposed an automatic scoring model for essays based on a com-
bination of string kernels and word embeddings, where the string kernels captured simi-
larities between strings based on the counting of common characters n-gram.

TSLF-ALL [23] proposed a two-stage learning framework (TSLF), which utilized deep
encoding features and manual features.
R2BERT [37] utilized a pre-trained language model to learn text representations and

calculated scores from the representations.

Table 5. Results of different models on ASAP dataset

Quadratic Weighted Kappa Coefficient Values

Models 1 2 3 4 5 6 7 8 Average
H1-H2 0.721 0.812 0.769 0.851 0.753 0.776 0.720 0.627 0.754
BLRR 0.761 0.606 0.621 0.742 0.784 0.775 0.730 0.617 0.705
CNN+LSTM 0.821 0.688 0.694 0.805 0.807 0.819 0.808 0.644 0.761
LSTM-CNN-att 0.822 0.682 0.672 0.814 0.803 0.811 0.801 0.705 0.764
RL1 0.766 0.659 0.688 0.778 0.805 0.791 0.760 0.545 0.724
SKIPFlOW 0.832 0.684 0.695 0.788 0.815 0.810 0.800 0.697 0.764
HISK+BOSWE 0.845 0.729 0.684 0.829 0.833 0.830 0.804 0.729 0.785
TSLF-ALL 0.852 0.736 0.731 0.801 0.823 0.792 0.762 0.684 0.773
R2BERT 0.817 0.719 0.698 0.845 0.841 0.847 0.839 0.744 0.794
Our model 0.884 0.742 0.807 0.844 0.867 0.879 0.824 0.683 0.816

6. Experimental results and analysis. All models in Table 5 used the dataset pro-
vided by ASAP and evaluated the performance of the model by QWK. In the dataset,
all subsets could be divided into expository and material essays based on genre type.
The sentences in an explanatory essay have better articulation and coherence than in a
material essay.

BLRR used Bayesian Ridge Regression, a machine learning model, to learn vocabulary-
level features and use them to assess the quality of essays. CNN+LSTM used ordinary
word embedding and extracted the average of all implicit states in the LSTM layer as the
essay representation, which could not measure the quality of the essay comprehensively.
LSTM-CNN-att treated essays as sentence-document hierarchies, fully considering the
structural information between sentences and documents. SKIPFlOW used the param-
eters of the skipflow mechanism to act as auxiliary memory. Then, modelling the rela-
tionship between multiple locations allowed the model to learn representations of essays
and approximate features of text coherence. LSTM-CNN-att and SKIPFlOW captured
the explicit structure by modelling the relationship between the semantics of adjacent
sentences in each essay so that they could score the explanatory essays more accurately
(i.e., essay subsets 1, 2, 7, 8). RL1 had the lowest score among all models. Since it
used extended LSTM to learn essay representation, it ignored sentence-level structural
information. Therefore, for the scoring results of the material essay, the difference in
the QWK was not significant for RL1 compared with LSTM-CNN-att and SKIPFlOW,
which focused on the semantic relationship of adjacent sentences. However, the QWK of
RL1 for the expository essay scoring results were lower than those of LSTM-CNN-att and
SKIPFlOW. HISK+BOSWE achieved better results in essays’ automatic scoring tasks
than the previous deep learning models. The same showed the importance of shallow
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models in essay scoring. The two-stage model of TSLF-ALL proposed three scoring fea-
ture models, including semantic scoring, coherence scoring, and cue-related scoring. The
experimental results showed a significant improvement compared with the models that
only consider a single feature. R2BERT combined the advantages of the RegressionOnly
and RankingOnly models to fine-tune the Bert model and optimize it using multiple
loss objectives. The self-attentiveness helped to master the concept of connectives and
keywords in the essay. There was a significant improvement in the articulation between
statements and the grasp of the theme of the essay. Thus the model achieved a good
result in both subset and QWK.

Compared with other scoring models, the scoring model in this study achieves better
results than other models in four subsets of essays. It shows that a good result could
be achieved in different genres of essay categories. The QWK is improved by 0.111
compared to the machine learning model using only manual features alone (BLRR) and
by 0.055 compared to the deep learning model only (CNN+LSTM). The advantage of the
automatic scoring model based on multi-level vocabulary, sentence, and chapter adopted
in this study is that it can represent the information of the whole essay at multiple
levels. This scoring model also conforms to the scoring habits of the average marker,
which provides a comprehensive analysis of the essay from multiple levels. Therefore, the
proposed automatic essay scoring model has good generalization and optimal performance
compared to the baseline model.

Table 6. Results of feature ablation on ASAP dataset

Quadratic Weighted Kappa Coefficient Values

Models 1 2 3 4 5 6 7 8 Average
vocabulary 0.842 0.782 0.737 0.753 0.812 0.756 0.749 0.659 0.761
sentence 0.856 0.641 0.683 0.784 0.756 0.816 0.772 0.615 0.740
chapter 0.765 0.648 0.668 0.713 0.744 0.727 0.703 0.498 0.683
vocabulary+sentence0.887 0.711 0.776 0.842 0.847 0.863 0.803 0.607 0.792
vocabulary+chapter 0.873 0.758 0.790 0.809 0.835 0.846 0.797 0.620 0.791
sentence+chapter 0.859 0.673 0.769 0.827 0.836 0.842 0.796 0.687 0.786
Our model 0.884 0.742 0.807 0.844 0.867 0.879 0.824 0.683 0.816

In this study, ablation experiments are conducted to verify the effects of different levels
of features on the performance of the scoring model. As can be seen from Table 6, in
terms of the single-level feature model, the results of chapter-level feature based scor-
ing are worse than those of the other two (vocabulary-level and sentence-level). From the
score comparison between the single-level features, it can be seen that the vocabulary-level
features have the largest proportion of improving the QWK, followed by the sentence-level
features, and the chapter-level features are the smallest. It is difficult to distinguish be-
tween high and low-scoring essays simply based on chapter-level features, which can reflect
a certain degree of information about the content of the essay but have a limited impact
on the scoring results. However, from the scoring results of the combination of feature
models at different levels, it can be seen that the combination of the sentence-level and
the chapter-level with the vocabulary-level is higher than the score of the vocabulary-level
alone. It can explain the importance of the sentence-level and chapter-level information of
the essay in the scoring model. The combination of vocabulary, sentence, and chapter level
features has the best results on most of the essay subsets, indicating that vocabulary-level
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features, sentence-level features, and chapter-level features all improve the model results
to varying degrees.

Vocabulary-level features significantly impact the scoring model’s performance, veri-
fying that the combination of manual features and deep learning models can achieve a
good result. Combining vocabulary-level features with chapter-level features improves
the QWK by 0.108 over chapter-level features alone. Combining vocabulary-level fea-
tures with sentence-level features improves the QWK by 0.052 over using sentence-level
features alone. The experimental results show that vocabulary-level features can signifi-
cantly improve the performance of the automatic scoring model for essays.

The impact of sentence-level features on the performance of the scoring model is second
only to the effect of vocabulary-level features on the performance of the scoring model.
The QWK improves by 0.103 after combining sentence-level features with chapter-level
features than chapter-level features alone; the QWK improves by 0.031 after combining
sentence-level features with vocabulary-level features than using vocabulary-level features
alone. The experimental results show that sentence-level features can effectively improve
the performance of the automatic scoring model for essays.

Chapter-level features have an impact on the performance of the scoring model. Com-
pared with vocabulary-level features and sentence-level features, the QWK of using chapter-
level features alone is the smallest, only 0.683. The combination of chapter-level features
with vocabulary-level features improves the QWK by 0.03 over the vocabulary-level fea-
tures alone. The combination of chapter-level features with sentence-level features im-
proves the QWK by 0.046 over the sentence-level features alone. The experimental results
show that the chapter-level features can enhance the performance of the essay scoring
model, but the current chapter-level features have a limited impact on the performance
of the AES model.

7. Conclusions. This study proposes an automatic scoring model for essays based on
multi-level feature fusion. From a multi-level perspective, the CNN and BiLSTM are
used to extract information at different vocabulary-level, sentence-level, and chapter-
level, respectively, to improve the accuracy of essay scoring effectively. Experiments on
the Kaggle ASAP competition dataset show that the proposed scoring model for essays
outperforms other state-of-the-art models and verifies the advantage of the model in
learning different types of features. In future research work, this study will start from the
completeness of the AES model, combined with the essay content and other aspects to
do further research.
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